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Uvod

Tento ucebny text je urceny primarne pre Studentov na katedre psychologie FF TU k predmetu
Statistika I. a II. a je nutnym zakladom pre predmet Analyza psychologickych dat. Uplatnenie
mozno najde aj u inych Studentov, ktorych zaujimaji zaklady prace v programe jamovi. Cielom
tejto publikacie je ponuknut’ Citatel'ovi jednoduchy navod pre dolezité funkcie v programe
jamovi ako aj oboznamenie so zakladnou deskriptivnou a bivaria¢nou inferen¢nou Statistikou.
Ukazeme si zékladnt pracu s programom jamovi, od inStalacie, orientaciu v uzivatel'skom
prostredi, cez vlozenie dat a ich zdkladny manazment. Druha Cast’ tejto publikécie je venovana
deskriptivne;j Statistike. Uvedieme si, ¢o to je a na ¢o je dobra. Nasledne si priblizime inferencnu
Statistiku, testovanie hypotéz a zakladné analyzy zamerané na skimanie suvisu medzi dvomi
premennymi. Cielom publikacie nie je poskytnit’ vyc€erpéavajici vyklad vSetkého k tejto téme,
no prave naopak, efektivnym spdsobom pribliZit’ to dolezité a pouzivané. V pripade, Ze by ste
mali zadujem ist’ d’alej a dozvediet’ sa viac, odpora¢am vyuzit' internet a vyhl'adat’ si odpovede
na vase otazky v nespocetnom mnozstve ¢lankov a prednasok (najmé v anglickom jazyku).

Preco prave program jamovi? Analyzovat’ kvantitativne vyskumné data mozno vo viacerych
pocitacovych programoch. Niektoré z nich su uzivatel'sky prijemné, no cenovo tazko dostupné
(napr. IBM SPSS). Niektoré st zadarmo, no na druht stranu pomerne zloZité pre obcasného (¢i
jednorazového) pouzivatela, asi najzndmejsi je program R. V niektorych programoch sa spdja
prijemné s dostupnym, ako napriklad PSPP, JASP a jamovi. Ak by ste mali zdujem dozvediet
sa viac o praci v programe JASP, odporucame pozriet’ si aj u¢ebnicu od Ballovej Mikuskove;j
(2021) alebo ucebnicu od Hanaka (2016) pre program PSPP. Ako uz nazov tejto ucebnice
napoveda, budeme pracovat’ v poc¢itacovom programe jamovi (The jamovi project, 2021). Tento
program je volne pristupny a zaroven uzivatel'sky prijemny. Ma aj svoje nedostatky, teda
obcasné, drobné chybicky, no jeho autori na fiom stale pracuju a postupne zlepsuju a rozsiruju
funkcionalitu.

Momentalne ¢itate druhé, aktualizované vydanie tejto ucebnice. Ako autor som rad za vSetku
pozitivnhu spatn vdzbu od Studentov a kolegov. Prvé vydanie vSak malo drobné nedostatky,
ktoré su v tejto verzii upravené. Motivaciou k aktualizacii boli tiez zmeny v programe jamovi.
Ako som spominal, vyvojari na fiom stale pracuju. Ide o zmeny vo vyzore a funkcionalite
a aktualizované vydanie ucebnice tieto zmeny zahifia (plati pre jamovi verziu 2.6.44).



1. Kvantitativny vyskum v psycholégii

Kvantitativny vyskum, je metdda vyskumu, ktord je zalozend na merani premennych
prostrednictvom numerického systému. Merania st d’alej analyzované prostrednictvom
r6znych Statistickych modelov alebo analyz s cielom porozumiet’, popisat’ a predikovat’ urcity
fenomén (vol'ne podl'a APA, n.d.). Uz v nézve tohto pristupu mozno badat’ dva dolezité znaky
— kvantum a kvantifikacia. Prvy pojem vyjadruje, ze kvantitativne vyskumy sa spravidla
uskutocnuji na desiatkach, stovkach ¢i dokonca tisicoch ucastnikov (Ilievova a kol., 2017).
Druhy pojem je mozno este dolezitejSim pre pochopenie podstaty — skimany jav ¢i fenomén
meriame, t.j. urCitym sposobom ho kvantifikujeme. K takémuto, na cislach zalozenému
pristupu, neoddelitel'ne patri Statistika.

Podl’a Fielda (2018) vyskumny proces prebieha v Styroch fazach. V prvej faze sa objavi zaujem
o urcita problematiku. Ako nas zdujem vznikol je individualne, no vedie nés k tazbe dozvediet’
sa viac o tejto problematike. V tejto faze si kladieme vyskumnu otdzku a venujeme sa podstate
javu, identifikujeme dolezité spojitosti — naberame poznatky z doterajSich vyskumov. V d’alSej
faze formulujeme na zéklade ziskanych poznatkov urcitu tedriu, ktorou vysvetl'ujeme podstatu
javu. Vd’aka nej dokazeme sformulovat’ vyskumny problém a z neho vyplyvajice ciele nasho
vyskumu a na zéklade nich si stanovujeme urcité predpoklady o psychologickom jave, ktoré
odborne nazyvame hypotézy. Tie chceme otestovat’, a preto v tretej faze zbierame data.

Zber dat je Sirokym pojmom, ktorého sucastou je vyber meranych premennych (,,Co ideme
merat’?*) a ich operacionalizacia (,,Ako to ideme merat'?*). Odpoved’ na prvu otazku je dana
povahou nasich vyskumnych cielov. Odpoved na druhu otdzku je zlozitejSia. V ramci
kvantitativneho vyskumu v psycholégii meriame javy najCastejSie prostrednictvom
psychodiagnostickych metodik. Tie maju ro6znu podobu — vykonové testy, postojové Skaly,
osobnostné inventare a podobne, no ich spoloénym znakom je ur€ity ¢iselny vysledok, s ktorym
vieme nasledne pracovat’. Hoci nejde o meranie ako také, meranim oznacujeme aj radenie do
kategorii, napr. podl'a pohlavia, vzdelania, rodinného stavu a pod. DoleZitym rozhodnutim pri
zodpovedani otazky, ,,Ako to ideme merat'’?*, je tiez vyber vyskumného dizajnu.

Korelacny vyskum je vyskumny dizajn, v ktorom skiimame suvis dvoch alebo viacerych
premennych. Podstatou je, Ze pri merani nijakym sposobom priamo nezasahujeme, resp.
neovplyviiujeme sledované premenné¢ — jednoducho odmeriame a analyzujeme. Vyhodou
takéhoto pristupu je jednoduchost’ uskutonenia a moznost’ merania pri velkom mnozstve
respondentov. Nevyhodou je, Ze nevieme spol'ahlivo tvrdit’ o smere efektu ¢i konStatovat’ vplyv
— vieme len potvrdit’ stvis (korelaciu) premennych.

Experimentalny vyskum je vyskumny dizajn, v ktorom rovnako skimame stivis premennych,
no rozliSujeme zavisla (cielovi) premennt a skimame, aky vplyv na fiu ma nezavisla
premennd, nazyvand aj prediktor. Pri tomto dizajne zasahujeme do vyskumu a ovplyviiujeme
mieru nezavislej premennej v snahe zistit', i a aky efekt na zavisli premenni ma tato zmena
(Walker, 2013). Pri experimentoch rozozndvame experimentalnu skupinu, pri ktorej bola
uskuto€nena zamerna zmena a kontrolna skupinu, u ktorej nebol uskuto¢neny experimentalny
zasah.



V ramci tretej fazy si musime zodpovedat’ aj otazku ,,Na kom ideme merat’?*. Pri tejto otazke
je niekedy odpoved’ skryta priamo vo vyskumnom probléme. Ak sa zaujimame o zvladanie
zataze u zamestnancov zachrannej sluzby, je nam pomerne zrejmé, ze data budeme zbierat’
u zachrandrov. Vo vSeobecnosti vyberame takzvanu cielovu populdciu, ktoru definujeme ako
subor vsetkych moznych skimanych objektov. Populécia je tvorend Statistickymi jednotkami.
V psychologii si nimi jednotlivi 'udia, t.j. jednotlivci. Pre ucely overenia hypotéz z tejto
populécie vyberame len niektoré Statistické jednotky, ¢im nam vznika vyskumny vyber (alebo
subor), teda podmnozinu populécie (Chajdiak a kol. 1994).

Po tom, ¢o ukonéime zber dat, prichadza na rad poslednd faza vyskumu — analyza dat
a interpretacia vysledkov (Field, 2018). V tejto faze vyuzivame Statistické postupy pre analyzu
dat. Vysledky analyzy d’alej interpretujeme, najma s ciel'om overit’ platnost’ nami stanovenych
hypotéz. Zakladmi analyzy psychologickych dat sa venujeme v d’alSich kapitolach.



2. Zaklady prace v programe jamovi

Pre zacatie prace v programe jamovi si tento program musime nainstalovat’. Program mézeme
stiahnut’ zadarmo na stranke https://www.jamovi.org/ pod zélozkou products, kde zvolime
jamovi Desktop. Jamovi je mozné stiahnut v réznych verziach. Na tomto programe jeho
vyvojari neustale pracuju (aspon v ¢ase pisania tejto publikdcie tomu tak bolo), a tak vam
neviem povedat’, ktord verzia programu je aktudlne pre vas v ponuke. Program je vSak mozné
stiahnut’ vo vydani pre operacné systémy Windows 64-bitovy, macOS, Linux a ChromeOS.
V tejto publikécii pouzivame operacny systém Windows, no zo skusenosti je aj vydanie pre

macOS uzivatel'sky totozné s tym pre Windows. Momentalne st v ponuke dve verzie, jedna je
stabilnd (angl. solid), jedna je najnovsia (angl. current). Odporu¢ame vam zvolit’ si stabilnu
verziu, ked’ze ta si uz presla testovanim od uzivatel'ov a pripadné chyby boli opravené. V tejto
ucebnici pracujeme s verziou 2.6.44.

Program sme si stiahli na pevny disk pocitata a nainstalovali. Po spusteni za¢iname
v zékladnom prostredi, ktoré je zobrazené v Obrazku 2.1.

jamovi - Untitled

Variables Data

»
Ready Y ® Filters0 Rowcount0 Fitersd 0 Deleted0  Added0  Cellsedited 0

Obrazok 2.1: Zakladné rozhranie programu jamovi 2.6.44

V hornej liste tohto rozhrania mame Sest’ moznosti:

e tri vodorovné Ciarky !: cez tito moznost’ sa dostaneme k ponuke vytvorenia nového
datového stiboru (moznost' New); k moznosti otvorenia uz rozpracované¢ho datového
suboru, v ktorom sme pracovali pred tym (moZznost' Open); mdzeme tiez importovat
datovy stbor z iného programu (napr. tabul’ku z tabul’kového procesora); najdeme tu aj
moznost’ ulozit’ na§ datovy subor prostrednictvom moznosti Save alebo Save as, alebo
moznost’ exportovat’ datovy stibor pre iné programy (moznost’ Export)

e liSta pre ndhl'ad premennych v datovom stbore Variables | Varizbles [ tejto liste budu
zobrazené premenné, ktoré st v naSom datovom subore. Mozno vd’aka tomu vidiet cely
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zoznam a rychlo otvorit’ nastavenie atribitov premennych. K tymto nastaveniam sa
mozno dostat’ aj inou podobne rychlou cestou, ktori vyuzivame v tejto ucebnici.

liSta pre spracovanie dat Data | 0-. tejto liste najdeme moznost’ vlozit, vystrihnut,
kopirovat’ hodnoty; moznost’ vratit’ spit’; moznosti nastavenia premennych (moznost
Setup); vypocitat nové premenné (moznost Compute); transformovat’ hodnoty
(moznost’ Transform); pridat’ a odstranit’ premenné alebo respondentov; nastavit’ filtre
— tieto tpravy dat priblizime v d’al§ich Castiach prace

lista je uréend pre Statisticka analyzu dat Analyses BEZESR: najdeme tu moZnosti pre
exploraciu dat, zistovanie vztahov medzi premennymi ¢i rozdielov medzi skupinami
ai. Tymto Statistickym analyzam sa budeme venovat samostatne v jednotlivych
kapitolach.

lista Edir BIEZH je ur€end pre Upravu vystupov analyz. Priamo vo vystupe v programe
jamovi mozeme pridat’ popisy k vysledkom, upravit’ formatovanie a pod. S touto kartou
pracovat’ v tejto ucebnici nebudeme, ked’ze vysledky neexportujeme a nezdiel'ame, no
prepisujeme do nasej prace.

zobrazenie alebo skrytie Casti okna zobrazujucej data

tri bodky pod sebou B: kliknutim sa zobrazi kontextové okno v ktorom mozno nastavit’
priblizenie (Zoom), pocet zobrazovanych desatinnych miest, vzhl'ad grafov, jazykovu
predvol’bu a nastavenie importu dat. V tejto Casti je dolezité nastavit’ poCet desatinnych
miest. Standardne sa mnohé &iselné vysledky uvadzaji zaokrihlené na 2 desatinné
miesta, preto nastavime Number format na ,,2 dp* (dp — decimal points, teda desatinné
miesta). Vynimkou je hodnota signifikancie, ktora sa Standardne uvadza na 3 desatinné
miesta, preto ponechame p-value format nastavenie na ,,3 dp*.

Na Pavej strane je mozné vidiet tabul’ku, ktora ma pomenované stipce a o&islované riadky. Toto
je zaklad pre zapisanie hodndt z ndsho vyskumu. Na pravej strane je mozné vidiet' logo
programu, no tento priestor sluzi pre zobrazenie vysledkov uskutocnenych analyz. Prvym
krokom na zaciatok je vytvorenie datového suboru.

2.1 Datovy subor

Détovy stbor mozno jednoducho vysvetlit’ ako stibor, ktory obsahuje data. Tato definicia je
sice tautoldgiou, no vacsinou je s ismevom prijimana u Studentov. V zdklade datovy stubor
pozostava (ako iné tabul’ky) z dvoch hlavnych elementov, a to:

riadky: riadky v datovom subore vyjadruji jednotlivé merania vo vS§eobecnosti. V ramci
psychologického vyskumu su tieto merania najcastejSie jednotlivi respondenti alebo
participanti. Jednoducho povedané, ¢o riadok, to respondent/participant.

stipce: stipce v datovom subore vyjadruja jednotlivé premenné. Ide o charakteristiky
prvkov Statistického suboru. Premenna moze nadobudat’ viacero hodnét, pricom je
stanovené, akym sposobom st tieto hodnoty priradované (Hendl, 2006).
V psychologickom vyskume sa casto zaujimame o rdzne socio-demografické
charakteristiky, respondentom ponukame poloZzky psychodiagnostickych metodik,
ktoré potom d’alej spracovavame a prostrednictvom matematickych operacii na zaklade
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nich vytvarame nové charakteristiky (napr. priemerné skore). VsSetky tieto
charakteristiky zastreSuje pojem premenna.

Premenné sa medzi sebou li§ia na zaklade ich Grovne merania. Halama, Spajdel a Zitny (2013)
uvadzaju 4 Urovne merania: nomindlnu, ordinalnu, intervalovli a pomerovi. Zaroven vsak
dodavaju, ze posledné dve kategdrie si pomenovavané spoloénym ndzvom kardinalna
premennd. V programe jamovi su tieto dve urovne pomenované ako kontinudalna uroven
merania.

o Nomindlna premennd, nominalna uroven merania: ide o najniz§iu Uroven merania,
kedy priradené ¢islo je len ndzvom pre urcity jav. Pri tejto Grovni merania s ¢islami
nevieme robit’ matematické operacie, ide len o pomenovanie. Prikladom moze byt
spomenutd premennd pohlavie. V naSom vyskume sme sa respondentov pytali, aké je
ich pohlavie a mohli si vybrat’ jednu z dvoch moznosti — muz alebo Zena. Pri prepise
odpovedi respondentov moézeme odpoved’ ,,muz* Ciselne oznacit ako 1 a odpoved
»zena“ ako 2, no aj naopak. Je dolezité, aby sme zvoleny systém dodrzali pri vSetkych
respondentoch.

o Ordindlna premenna, ordindlna uroven merania: pri tejto urovni merania znovu
pridel'ujeme ¢isla k uréitému javu, avsak tieto javy maja urc€it hierarchiu a vieme ich
na zaklade nieCoho usporiadat’. Prikladom moze byt najvyssie dosiahnuté vzdelanie.
Respondenti si mohli zvolit zmoZznosti zékladné, stredoSkolské bez maturity,
stredoSkolské s maturitou, vysokoskolské — 1. stupna (Bc.), vysokoskolské — 2. stupna
(Mgr., Ing.), vysokoskolské — 3. stupnia (PhD., CsC). Pri tejto Grovni merania su sice
jednotlivé moznosti usporiadané od najnizsieho po najvyssie, no medzi jednotlivymi
moznostami nie su rovnaké vzdialenosti. Vieme, Ze respondent, ktory ukoncil
vysokoskolské vzdelanie 2. stupiia, ma vysSie dosiahnuté vzdelanie ako respondent,
ktory oznacil stredoSkolské bez maturity, no vzdialenost medzi jednotlivymi
moznostami nie je rovnakd. Na tejto Urovni merania nevieme robit’ matematické
operacie s hodnotami. Napr. aky je rozdiel medzi niekym, kto ukoncil vysokoSkolské
vzdelanie 2. stupna (hodnota 5) a niekym kto ukoncil stredni Skolu bez maturity
(hodnota 2). Vieme, Ze 5-2=3, ¢ize by sme mohli povedat’, Ze rozdiel je 3, ¢o v naSom
koédovani znamena strednda Skola s maturitou, a to nedava zmysel.

o Kontinudlna premennd, kontinudlna uroven merania: ide o spolocny nazov pre
intervalovll a pomerova premennt, tiezZ nazyvanu ako kardindlna premenna. Tento typ
premennej pouzivame pre premenné, kde dané cislo moZeme chapat’ ako dislo.
Prikladom méze byt’ vek, vyska, vaha, ale aj premenné ako hrubé alebo priemerné skore
dotaznika, poCet spravnych odpovedi v teste a iné.

2.2 Vytvorenie datoveho stiboru

Pred akoukol'vek d’alSou pracou je potrebné vytvorit’ si datovy subor. Ak ste zbierali data
metddou papier-pero, mdzete definovat’ premenné a vkladat’ data priamo v programe jamovi.
Odporuc¢am véam vsSak zacat' v programe Microsoft Excel alebo podobnom tabulkovom
procesore. Naprieck mnohym vyhoddm programu jamovi, pomenovanie premennych
a vkladanie dat je rychlejSie v Exceli. Takto vytvoreny datovy subor sa potom da velmi
jednoducho presunit’ do jamovi. Ti z vas, ktori ste zbierali data prostrednictvom online

12



platformy, uz pravdepodobne mate tabulku, ktor si mdzete stiahnut’ a po upravach ju vlozit
do jamovi.

2.2.1 Vytvorenie datového suiboru pri metdde papier-pero

Pokial’ ste data zbierali sposobom papier-pero, ¢aka vas mnozstvo prijemnych chvil
prepisovania hodnot z papierovych formularov do pocitaca. Berte do uvahy pocet hodnot, ktoré
musite zadat. Ak ste mali vo svojom vyskume 100 poloziek a ziskali ste odpovede od 200
respondentov, budete musiet’ vlozit’ 20 tisic hodnoét, a to zaberie nejaky Cas.

V prvom kroku si otvorte tabul’kovy procesor (napr. Excel) a vytvorte premenné. Staci, ak do
prvého riadku vlozite nazvy, ako by ste chceli, aby sa premenné nazyvali. Hoci sme pisali, ze
v riadkoch sa nachadzaju respondenti, v tomto pripade nam prvy riadok poslizi ako ,,hlavicka®,
v ktorej st definované nazvy premennych. Program jamovi z tohto prvého riadku vytvori nazvy
premennych tak, aby sme ich nemuseli nastavovat’ ru¢ne. Konkrétne ndzvy premennych su uz
na vas a zavisia na tom, aké polozky ste zbierali. Idedlne je vSak nazvat’ premennu kratko,
jednoslovne a vystizne, bez zbyto¢nej diakritiky alebo medzier, napriklad pohlavie, vek.
V pripade poloziek psychodiagnostickych metodik je praktické pouzit' nejaku skratku
vychédzajucu zndzvu metodiky a priradit’ k nej ¢islo polozky. V pripade prvej polozky
Inventara Velkej Patky (BFI-2), by sme mohli zvolit nazov BFI 1. Vo vicsine tabul’kovych
procesorov je moznost automatického dopiiania hodnét. Tato funkcia vie zna¢ne urychlit
pracu. Do bunky zadate skratku a €islo polozky. Pravy spodny roh bunky ma trochu hrubsie
ordmovanie, stac¢i kliknat, potiahnut’ v smere riadku a automaticky buda nastavené hodnoty.
Za par sekund tak viete pomenovat’ mnozstvo poloziek (napr. BFI 1 az BFI 60).

Po vytvoreni nazvov pre jednotlivé premenné v prvom riadku prichddza na rad vkladanie
hodnét do jednotlivych buniek. VSetko, ¢o vkladate, davajte v ¢iselnom formate. Vopred si
stanovte, aké ¢iselné hodnoty pridelite jednotlivym kategériam premennych. Prikladom moéze
byt premenna pohlavie — zadefinujte si, akym ¢islom budi oznac¢eni muzi a akym Zeny (napr.
muz — 1, Zena — 2). Pri nominalnych premennych je to na vas, no pri ordindlnych premennych
(tj. usporiadanych kategoriach) je dolezité, aby cisla boli zoradené tak, ako s zoradené
kategorie. Napriklad: zakladné vzdelanie — 1, stredoSkolské bez maturity — 2, stredoSkolské
s maturitou — 3, vysokoskolské I. stupiia — 4, vysokoskolské II. stupiia — 5, vysokoskolské III.
stupnia — 6.

2.2.2 Vytvorenie datového suboru pri online zbere dat

Po ukonceni online zberu vam vicSina platforiem umozni stiahnut’ si sibor, ktory otvorite
v tabul’kovom procesore. V pripade platformy Google Forms si méZete stiahnut’ tabul’ku Excel.
Tato bude mat v kazdom stipci jednotlivé premenné. Prvy riadok tabulky nesie nazvy
premennych — tie vSak maji znenie podla toho, Co ste zadali pri tej ktorej polozke online
formulara. Odporucam si tieto nazvy premenovat’ spdosobom popisanym vyssie.

Odpovede jednotlivych respondentov budu v ¢iselnom alebo slovnom formate. Pokial’ ste sa
pytali na vek, pricom respondenti odpovedali zadanim ¢isla, moZete s tymito odpoved’ami
priamo pracovat’. V pripade poloZiek, pri ktorych respondenti vyberali jednu z moZnosti (napr.
Likertova skala), budu odpovede zapisané v podobe znenia tej ktorej moznosti (napr. ,,Vel'mi
nesuhlasim®). Takéto textové odpovede je potrebné zmenit’ na ¢isla. V pripade nomindlnych
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premennych to nie je nutné — jamovi v tomto pripade dokaze pracovat’ s textovou hodnotou, no
pri ordindlnych premennych je potrebné, aby boli hodnoty ciselné. Format odpovedi
v stiahnutych datach vsSak zavisi od konkrétnej platformy vyuzitej pre zber dat a nemozno
jednoducho generalizovat’ na vsetky platformy.

Pokial’ mame mnozstvo Casu a ni¢ lepSie na praci, mézeme tieto hodnoty zamenit’ rucne,
hodnotu po hodnote. Nastastie existuji moznosti automatického zamenenia hodnot.
V tabulkovom procesore ndjdite funkciu ,,Hl'adat’ a nahradit™ alebo ,,Nahradit™ (aspon takto je
to pomenované v Microsoft Excel, kde je mozné vyuzit’ klavesovu skratku Ctrl + H ¢i Cmd +
H na Mac). Vd’aka tejto funkcii vieme hl'adat’ urcity vyraz ¢i retazec a zamenit’ ho za iny.
V zéklade hl'ad4 a nahradza v celom harku, no méZete vybrat len konkrétne stipce (ozna¢enim
stipca, resp. stipcov podrzanim Shift a/alebo Ctrl), v ktorych chcete zmenu uskutoénit.
V pripade spomenutej Likertovej Skaly by sme mohli dat’ hladat’ ,,Velmi nestihlasim*
a zamenit' to za 1, zvolenim moZnosti Nahradit’ vSetky (pripadne inak nazvanej moznosti
v zavislosti od konkrétneho tabulkového procesora). Pri takomto zamienani hodnot
odport¢ame pracovat’ opatrne a po Gastiach (oznadte si len stipce, pri ktorych maéte rovnaky
sposob nahradenia hodndt). Moze sa stat’, ze niektoré z pouzitych metodik maju rovnaké
moznosti, no ich ¢iselna hodnota je odlisna, napr. v jednom dotazniku mate moznost’ Suhlasim,
ktora je potrebné zamenit’ za 4, no v inom dotazniku to mé byt 6. Pochybenie v tomto kroku
spdsobi, ze vase dalSie vysledky budu neplatné. Davajte si pozor a odporuc¢ame vytvarat’ si
»pevné kopie suborov, aby ste v pripade velkého problému mohli vyuzit' zdlozny subor
a nestratili ste hodiny préce.

2.3 VloZenie datového stiboru do jamovi a nastavenie premennych

Ked’ uz méte pripraveny datovy stbor v tabul’kovom procesore, mozete data 'ahko presuntt
do programu jamovi. UloZte si data a otvorte program jamovi. V menu zvolte mozZnost’ Open,
n4jdite svoj stibor a dajte otvorit’. Ak ste vSetko nastavili spravne, mali by sa vam data nacitat’
aj s pomenovanim jednotlivych premennych. Obrazok 2.2 zobrazuje vzhlad casti dat
v tabul’kovom procesore (konkrétne Microsoft Excel) a v programe jamovi po presune dat.
MozZete si vSimnut', Ze pomenovania v prvom riadku sa stali pomenovanim premennych. Hned’,
ako prenesiete data do programu jamovi, si tento subor uloZte (v menu zvol'te moznost’ Save
a nastavte, kde a pod akym nazvom ho ulozit).

A B C D E
BFI_1 BFI_2 BFI_3 BFI_4 BFI 5

1
2
3
4
5
6

L B L R e S R
L R L B 5 B ]
M= A B W
oS WR I ) R S )
= R = B
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&b BF_1 | & BFI.2 & BFIL3 | & BFIL4 | & BFILS

1 1 1 3 1 2
2 2 3 - - 1
3 2 5 5 2
- 2 3 1 3 1
5 5 1 2 - 1

Obrazok 2.2: Data v tabul’kovom procesore a v programe jamovi
o J

Dalej je potrebné nastavit’ atributy jednotlivych premennych. Dvojklikom na ndzov premenne;j
otvorime nastavenie atribitov tejto premennej (obrazok 2.3).

A
Measure type dg | Nominal v Levels
Data type | Integer ¥ | (auto)

Missing values

Retain unused levels

Obrazok 2.3: Zakladny vzhl'ad rozhrania pre nastavenie atribitov premennej

V prvom okienku je ndzov premennej — ten mame nastaveny uz z tabulky, ktort sme vlozili
z tabul’kového procesoru, no v pripade potreby ho mézeme kedykol'vek zmenit. V d’alSom
okienku s ndzvom Description mdzeme pridat’ vysvetl'ujici popis k premennej, napriklad aby
ste rozumeli aj neskor, ¢o dand premennd vyjadruje. NajdolezitejSim atribltom, ktory je
potrebné nastavit’ je Measure type — Groven merania premennej. Na vyber mame moZznost
Nominal pre nomindlne premenné, Ordinal pre ordinilne premenné a Continuous pre
kontinualne premenné (popis je v Casti 2.1). Nastavenie urovne merania je dolezité pre niektoré
Statistické analyzy, ktorym sa budeme venovat’ v d’al§ich Castiach ucebnice. Nie je vSak
potrebné nastavovat’ kazdu poloZku osobitne. V pripade, Ze mate viacero poloziek, pri ktorych
chcete zmenit’ nastavenia, moZete tak spravit hromadne. Otvorte si nastavenia prvej z poloziek,
ktor chcete upravit’, podrzte na klavesnici tlacidlo Shift a kliknite na poslednt z poloZiek
v rade, ktorti chcete upravit. Vyberiete tym dany pocet stipcov a zmeny robite pre vietky tieto
vybrané polozky. V pripade, Ze by ste chceli naraz nastavit’ viacero poloziek, ktoré nie s v rade
za sebou, moZete tak urobit’ tym, Ze namiesto Shift podrzite tlacidlo Ctrl a klikate na nazvy
poloziek pokym nevyberiete vSetky, o ktoré mate zaujem.

Dal§im nastavenim je Data type, prostrednictvom ktorého mozeme nastavit', o aké data ide.
Zadavat mozeme celé ¢isla — moznost’ Integer, napriklad hodnotu, ktort respondent zvolil na
Likertovej Skale alebo vek. Takéto premenné nazyvame diskrétne, pretoze sit merané na tirovni
celych cisiel. Opaénym pripadom su spojité premenné, pri ktorych sa mozu vyskytovat' aj
desatinné miesta (Decimal). Prikladom moéze byt vyska respondenta v metroch, napr. 1,76
metra. Inym prikladom mdze byt priemerné skore zo Skaly alebo dotaznika, napr. priemerné
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skore extraverzie a pod. Poslednou moznostou je Text, kedy neplanujeme zadavat ciselné
hodnoty, ale text. Tato moznost’ mézeme pouzit’ napriklad pri premennej pohlavie — nemusime
zadavat’ Cislo, ale muz alebo Zena. IdeéalnejSie je vSak zmenit vSetky informacie na Cisla, ked’ze
tieto Cisla vieme v pripade potreby pomenovat. Toto nastavenie premennej nie je vo vacSine
pripadov potrebné vopred menit’, ked’ze program jamovi ho nastavi automaticky (no pre istotu
odporucame skontrolovat’). Pod nastavenim typu dat, mame moznost’ zadat’ hodnoty, ktoré
v nasom subore vyjadruji chybajiuce hodnoty — Missing values. Samozrejme, pokial
respondent nezodpovedal niektora otazku alebo polozku, mézeme nechat’ prazdnu bunku. Vas
vyskum ste ale mohli mat’ nastaveny tak, ze pri 4-stupniovej Likertovej skale (1 az 4) ste mali
aj moznost’ ,,Nechcem odpovedat™, ktora ste pri prepise oznacili hodnotou napr. 0 alebo 99.
Aby program jamovi vedel, Ze uvedené Cislo vyjadruje chybajici tidaj, mozete to nastavit
v tomto menu, kliknutim na okienko, pri¢om sa vam otvori nové okno, v ktorom kliknete na

+ AddMissing Velue - g pastavite hodnotu, ktora vyjadruje chybajici tdaj.

Praktickym pomocnikom je aj moznost pomenovat jednotlivé ¢iselné hodnoty pri nominalnych
alebo ordinalnych premennych. V €asti Levels ndjdeme Ciselné hodnoty obsiahnuté vo vybranej
premennej ¢i vybranych premennych. Kliknutim na ¢iselni hodnotu ju mézeme pomenovat’.
»Na pozadi ndm stdle zostane ¢iselnd hodnota, no v datach a vysledkoch analyz sa ndm
zobrazia pomenovania. Ukézku najdete v obrazku 2.4.

DATA VARIABLE

pohlavie

Measure type & Levels
Data type |Integer v muz

Missing values

(i8]

|:‘.___ _ |: _3 LE

vzdelanie

Measure type Levels
Data type |Integer v| zZ5

Missing values

SS bez maturity

SS s maturitou

Obrazok 2.4: Ukazka nastaveného pomenovania hodndt premenne;j
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2.4 Transformacie hodnot

Vlozené data st v ,,surovom* stave. Toto ¢udesné pomenovanie sa vyskytuje aj v anglickom
jazykutzv. ,raw data “. Neznamena to, ze ich je nutné tepelne upravit’ (kreativite sa v§ak medze
neklada), no dolezité je spravit’ zopar ukonov, aby sme data dostali do stavu, kedy s nimi
mozeme plne pracovat’ — hovorime o transformacii dat ¢ hodnét. Co to znamena? Ide o rozne
upravy hodnot, ktoré mame. Uvedieme dva priklady. Pravdepodobne najcastejSie vyuzivanym
je otoCenie hodnot premennych. Mnohé psychodiagnostické metodiky, najmi z oblasti
socialnej psychologie ¢i psycholdgie osobnosti, vyuzivaji takzvané reverzné polozky. 1de o
polozky, ktoré st vyznamom opacné ako je merany konStrukt. Napriklad, v pripade
osobnostného dotaznika BFI-2 je polovica poloziek formulovana v smere merané¢ho konstruktu
a druha polovica v opacnom smere. Konkrétne mézeme uviest’ polozku z domény Extraverzia:
»Som niekto, kto je spoloCensky, rad travi ¢as s inymi I'ud'mi.” Tato polozka je uréend pre
meranie Sociability v rdmci domény Extraverzia. Jej znenie je v smere merané¢ho konstruktu,
tj. ¢im vyssi sthlas s touto polozkou respondent vyjadri, tym vysSiu mieru Sociability ¢i
celkovo Extraverzie by mal mat’. No pre meranie tohto konstruktu v dotazniku BFI-2 najdeme
aj polozku ,,Som niekto, kto je niekedy hanblivy, uzavrety.* Zo znenia tejto polozky vidime, ze
je formulovand v opacnom smere, to znamena, ze ¢im vyssi stithlas s tymto tvrdenim respondent
vyjadri, tym niz§iu mieru meraného konstruktu dosahuje. Cisla ale nepustia, t.j. pokial’ sme pri
prenose dat zamenili povedzme ,,Vel'mi suhlasim* za ¢iselni hodnotu 5, bude tato hodnota aj
pri jednej aj pri druhej premennej. Z tohto dovodu musime otocit’” hodnoty pri reverznych
polozkach vytvorenim transformovanych premennych.

Druhym prikladom je vytvorenie premennych, v ktorych sme niektoré kategorie zludili.
Vyuzivame ho najmi, ak sme data zbierali detailnejSie, no neskor nemame zaujem o takito
detailntl informdciu a chceme hodnoty zlucit. Prikladom méze byt premennd, ktora vyjadruje
najvyssie dosiahnuté vzdelanie — respondenti mali urcit’ svoje najvyssie dosiahnuté vzdelanie
vyberom jednej z mozZnosti: 1) zdkladné, 2) stredoSkolské bez maturity, 3) stredoSkolské
s maturitou, 4) vysokoskolské I. stuptia, 5) vysokoskolské II. stupiia, 6) vysokoskolské III.
stupna. Pre d’alSie analyzy vSak nepotrebujeme Specificky vymedzenii moZznost’ 6) a chceme ju
zIucit' s moznostou 5. Takuto transformdciu nemusi uskuto€nit’ nutne v programe jamovi.
Pokial’ sa pre fiu rozhodneme eSte pred vloZenim dat do programu jamovi, vieme tento ukon
jednoducho spravit’ aj v tabul’kovom procesore — v tomto pripade by sme, ,,5) vysokoskolské
II. stupna“ aj ,,6) vysokoskolské III. stupna“, nahradili tou istou ¢iselnou hodnotou (napr. 5),
¢im by sme ich zIucili.

Transformaciu premennych méZeme v jamovi spravit' cez kartu Data zvolenim moznosti
Transform. Prvym krokom je oznaenie poloZiek, ktoré chceme transformovat tym istym
sposobom. Pri vaSich datach sa riad’te pokynmi, ktoré sii v manudloch metodik, ktoré ste
pouzili. V pripade spominaného dotaznika BFI-2 zvolime vSetky poloZzky, ktoré podl'a manuélu
treba otocit’ (vyber poloziek spravite tak, Ze klikate na nazvy premennych v hlavicke tabul’ky,
pri¢om drzite Ctrl ¢i Cmd). Po tom, ako ste oznacili vSetky polozky, zvol'te moznost’ Transform.
V datovom stubore vam automaticky vzniknu nové premenné, ktoré budu niest’ transformované
hodnoty a otvori sa vdm okno, v ktorom moéZete nastavit' spdsob transformdcie. Priklad
zobrazujem v obrazku 2.5.
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selectac bfi3 (2) bfi4 (2) bfis (2) bfis (2) bfig (2) bfi11 (2

using transform None v

Obrazok 2.5: Okno pre nastavenie sposobu transformacie

Aby sme vytvorili novy sposob transformacie, musime otvorit’ vyberové okno (v zédklade je
v iom popis None) a vybrat moznost’ Create New Transform... Otvori sa nam nové okno, ktoré
zobrazujeme v obrazku 2.6. Toto okno ponuka viaceré nastavenia. Jednym znich je
pomenovanie nastavenia transformacie (7ransform ). Toto pomenovanie mozete l'ubovolne
zmenit na také, aké vam vyhovuje. Vytvoreny spdsob transformécie sa da opakovane pouzit’ aj
na iné¢ polozky. V naSom priklade chceme nastavit transformaciu pre Likertovu Skalu
s rozsahom od 1 az 5. Pomenujeme si tito transformaciu ako Likert 1-5. Dal§ou moznostou je
nastavenie popisu pre transformaciu (Description). Ak mate zdujem, modzete pridat’ popis,
v naSom pripade ho nastavovat’ nebudeme. UZzito¢nym je nastavenie pripony (Variable suffix).
Ak tato hodnotu nenastavite, novovytvorené transformované premenné budi mat ndzov
pozostavajuci z nazvu pévodnej premennej spolu s ndzvom transformacie (napr. bfil Likert 1-
5). Tento ndzov je zbyto¢ne zlozity, a tak si mdzete priponu nastavit’ napr. na R ako rekodované
a ndzov transformovanej premennej bude krats$i. Najdolezitejsia je ale Cast’, kde nastavujeme
sposob transformacie. Ta moze byt jednoduchd ako pri oto¢eni hodnét alebo zlozitejSia na
zaklade logickych vyrazov tzv. podmienovania. Poslednym nastavenim je Measure type, kde
mozeme nastavit, akl irovenl merania maji mat’ transformované polozky. Pokial’ nemate
zaujem o konkrétne nastavenie, mdzete ponechat’ automatické nastavenie, teda moznost” Auto.

® [RANSFORM 1

Transform 1

=+ Add recode condition

- = $source

Measure type | Auto v

Obrazok 2.6 Okno pre nastavenie transformacie premennych

Ak méme ziujem o otocenie hodndt, musime vytvorit' vzorec, ktory tieto hodnoty otoci.
V pripade, ze premennd, ktorti chceme otocit, zacina na hodnote 1 (napr. 5 bodova Likertova
Skala od 1 do 5), pouzijeme vzorec, kde k maximalnej hodnote $kély pripocitame 1 a od¢itame
hodnotu zdrojovej (surovej) premennej. Hodnota surovej premennej, resp. origindlnej hodnoty,
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ktort chceme transformovat’ je v jamovi oznacend ako $source. V pripade, ze mame Skalu
v rozmedzi od 1 do 5, vzorec bude vyzerat' takto 6 - $source — to znamena, Ze ak niekto
odpovedal 5, jeho transformovana hodnota bude 1, ak niekto odpovedal 2, po transformacii to
bude 4 atd’. V pripade, ze $kéla zacina na 0, pracujete len s najvys$Sou hodnotou skaly, t.j.
nepri¢itavate 1, napr. pri skdle od 0 do 4 bude vzorec vyzerat 4 - $source. Priklad nastavenia
pri 5 bodovej Likertovej Skale s rozsahom od 1 po 5 uvddzame v obrazku 2.7.

® TRANSFORM 1

Likert 1-5

=+ Add recode condition

fi~ =6 - $source

Measure type | Auto v

Obrazok 2.7: Priklad nastavenia jednoduchej transformacie premenne;j

V pripade, ak by ste chceli spravit’ zloZitejSiu transformaciu, moZete k tomu vyuzit’ moznost’
podmienkovania. Méze ist’ o pripad, kedy mate premennu, pri ktorej chcete zlucit' nejaké
hodnoty alebo vytvorit’ kategérie. Prikladom mdze byt vytvorenie premennej, ktora bude
vyjadrovat’ vekové kategorie. Povedzme, Ze sme sa v naSom dotazniku pytali respondentov na
ich vek vrokoch, no neskér méme ziujem pracovat s vekovymi kategdériami. Vzdy
odporti¢ame merat’ na ¢o najvyssej urovni. Niektori z vds sa mozno pytaju, na co zistovat’ vek
v rokoch, ked’ moZeme respondentom ponuknut’ na vyber jednu z kategoérii, nech sa zaradia.
Takymto spdsobom vsak stracate mnoZzstvo informécie. LepSie je mat’ detailnejSiu informéciu,
ktort potom transformujete na ,,hrubsiu, pretoze spitne to nejde. Ako teda na to? Pri nastaveni
transformécie musime vytvorit' podmienku ¢i podmienky. Kliknutim na Add recode condition
otvorime moznost’ pre nastavenie podmienok (Obrazok 2.8).

=+ Add recode condition

J ~|| if ‘source use

7| else use

Obrazok 2.8: Panel pre nastavenie podmienenej transformacie

Ako vidite na obrazku 2.8, prva kolonka obsahuje prednastavené if $source, o vol'ne znamena
ak je zdrojova hodnota a za tymto mdézeme nastavit’ ¢o d’alej. Ak nam jedna takato kolonka
nestaci, mézeme pridat’ d’alSie, stlaCenim Add recode condition. Teraz musime programu
vysvetlit, ako ma hodnoty transformovat’. Vyvojéri jamovi ndm rovno ponukaju priklad pre
lepSie intuitivne pochopenie nastavenia. V nasom pripade by sme chceli transformovat
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premennu vek (merana na kontinudlnej Grovni), tak aby vznikla ordindlna premenna s tromi
kategoriami: vek mensi ako 30 rokov sa ma stat’ hodnotou 1, medzi 30 (vratane) az 50 (vratane)
sa ma stat’ hodnotou 2, vSetky ostatné hodnoty maji byt 3. V koldnke obsahujicej if nastavime
podmienku a vo vedlajSej kolonke s use nastavime, ¢o sa ma stat’, ak je podmienka splnena.
Posledné kolénka je uréend pre ostatné pripady (else use). Operatory (,,znamienka“), ktoré
pouzivame su:

e > .- vicSie ako hodnota

e < -menSie ako hodnota

e <=-menSie alebo rovné ako hodnota
e >= . vicsie alebo rovné ako hodnota
e ==_-rovné hodnote

e !=-nie rovné hodnote

Tieto operatory su vysvetlené aj priamo v programe po kliknuti na ¢ast’, kde sa piSu. V rdmci
nasho prikladu by sme nastavili:

e if $source > 50 use 3 — vtomto pripade sme nastavili strop d’alSiemu nastaveniu
a hodnoty vécsie ako 50 sme transformovali za 3

e if $source >= 30 use 2 — hodnoty, ktoré st vacsie alebo rovné ako 30 zameni za 2

e if $source < 30 use 1 — hodnoty mensie ako 30 zameni za 1

e clse use — nemusime nastavovat’

V pripade tejto transformécie nastavime aj Measure type na Ordinal. Nastavenie v programe
jamovi zobrazujeme v obrazku 2.9. Po potvrdeni uvidime v datach nova premennu ,,vek — R,
v stipci napravo od originalnej premennej ,,vek“. Alternativnym nastavenim je zloZitejsia
podmienka, kedy vyuzivame operatory. Jednym z nich je and — v preklade ,,a* tento operator
nam povoli v jednom kroku nastavit’ 2 a viac podmienok, ktoré musia byt naplnené. Druhy
operator je or — v preklade ,alebo”. Vdaka tomuto operdtoru moézeme pridat’ viacero
podmienok v jednom kroku s tym, Ze staci, aby bol naplneny len jeden znich, aby bola
nastavena transformovana hodnota. Alternativne nastavenie transformacie by mohlo zniet’ takto
(zobrazené v obrazku 2.10):

e if $source <30 use 1 — hodnoty mensie ako 30 zameni za 1

e if $source >= 30 and $source <= 50 use 2 — hodnoty, ktoré su viacsie alebo rovné 30
a zaroven mensie alebo rovné 50 zameni za 2

e if $source > 50 use 3 — hodnoty vicsie ako 50 zameni za 3

Pri kazdom nastaveni odporicame, aby ste si skontrolovali, ¢i transformacia funguje tak ako
ste planovali — pozrite si zopar hodnot originalnej premennej a hodnoty transformovanej
premennej. Ak by transformdcia nefungovala tak, ako ste planovali, skiste sa znovu zamysliet’
nad systémom transformacie a skontrolujte nastavené podmienky.
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TRANSFORM 1

vek kategorie

%
*+ Add recode condition
Jf - | if Ssource > 50 use 3
- | if ‘source >= 30 use 2
J~|| if Ssource < 30 use 1
-
Measure type | Ordinal v

Obrazok 2.9: Priklad nastavenia transformacie premennej vek (jednoduchd podmienka)
® TRANSFORM 1

vek kategorie

R
*+ Add recode condition
fo~|| if “source < 3@ use 1
f =/ if %source »= 3@ and $source <= 58 use 2
fi~|| if “source > 5@ use 3
-
Measure type | Ordinal v

Obrazok 2.10: Priklad nastavenia transformacie premennej vek (zloZzena podmienka)

2.5 Matematické operacie

Zatial’ sme si ukazali ako dostat’ data do programu jamovi, ako nastavit’ premenné a zakladné
moznosti transformdcie. V dalSich cCastiach tohto ucebného textu sa budeme venovat
deskriptivnej Statistike, no skor ako sa k tomu dostaneme, je potrebné, aby sme sa oboznamili
s d’al8im sposobom vytvarania novych premennych. V psychologickom vyskume, konkrétne
v kvantitativnom vyskume, nemdzeme merat’ konStrukty priamo, no meriame ich nepriamo
prostrednictvom poloziek psychodiagnostickych néstrojov. Tieto néstroje, nazyvané aj Skaly,
inventare alebo dotazniky, obsahuji rézny pocet poloziek, ktoré su urcené pre nepriame
meranie, inak povedané ,,zachytenie® cielového konstruktu. Jednotlivé polozky maja urcita
vypovednil hodnotu a méZeme sa napriklad zaujimat o frekvenciu vyskytu jednotlivych
odpovedi v naSom subore. Pre d’alSie pokrocilejsie analyzy vyuzivame hodnoty, ktoré vznikaju
s¢itanim alebo spriemerovanim hodnot viacerych poloziek tak, aby sme dostali jednu hodnotu,
ktora prezentuje dany konstrukt. V pripade, Ze by sme sa zaujimali o mieru extraverzie, mohli
by sme zvolit’ polozky z Inventara Velkej Pitky 2. Pre meranie extraverzie je uréenych 12
poloziek. Jednotlivé polozky st len nepriame indikatory, ktoré meraju konkrétnejSie prejavy
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kon$truktu, na zaklade jeho teoretického vymedzenia. Hodnotu extraverzie ziskame
vypocitanim priemeru odpovedi. Podl’a inStrukcie prilozenej k inventaru je potrebné zohl'adnit’,
ze 6 poloziek je formulovanych opaénym smerom a je ich potrebné rekdédovat (o reverznych
polozkach a ich transformécii sme informovali v predchddzajicej podkapitole). Pri vypoctoch
sa riad’te inStrukciou, ktord bola uvedend pri vami pouzitych metodikach. NajcastejSie su vSak
vyuzivané sumarne skore (spocitanie jednotlivych odpovedi na polozky), nazyvané tiez hrubé
skore a priemerné skore (priemer odpovedi na polozky). Priemerné skore méa vyhodu
a nachadza vyuzitie pri Likertovych Skalach, pretoze nie je zavislé na pocte poloziek, zakazdym
bude jeho hodnota v rozmedzi pouZitej Likertovej $kaly. Dalsia vyhoda je pri chybajucich
hodnotéach — ak respondent zodpovie len na 10 z 12 poloziek, mézeme vypocitat’ jeho priemerné
skore (ak nam absencia urcitého poctu odpovedi neprekaza). Sumdarne skoére nachadza
uplatnenie najmai pri polozkach, kde je len jedna moznost’ spravna (napriklad vykonové testy,
inteligencné testy ainé) alebo pri polozkach typu ano/nie. Ked'ze tieto polozky maju po
transformacii len 2 mozné hodnoty 0 a 1, vyuZiva sa skor sumarne skore. Oba spdsoby si
ukazeme.

Pre vytvorenie novej vypocitanej premennej mozeme dvoj-kliknit’ na hlavicku prazdneho
stipca a zvolit moznost NEW COMPUTED VARIABLE, alebo mozeme ist’ cez kartu Data
a kliknut’ na moznost’ Compute. Otvori sa ndm okno podobné ako pri transformacii, teraz v§ak
nastavujeme vzorec, na zaklade ktorého budu vypocitané hodnoty novej premennej. V prvom
kroku je uzitocné nastavit ndzov novej premennej. Nazov by mal byt strucny a vystizny,
napriklad Extraverzia HS, Extra mean a podobne. Ddlezité¢ je, aby ste sa vedeli I'ahko
zorientovat’. Tak ako predtym, aj teraz mdzete nastavit’ popis pre novi premenni, no nie je to
povinné. Najdolezitejsia Cast’ je okienko na pravej strane, do ktorého pisete vzorec. Vzorec
piSete s pouzitim nazvov premennych. Na ul'ahcenie mozete kliknut na tlacidlo fx, ktoré vam
pontkne premenné, ktoré sa nachadzaju vo vaSich datach ale aj iné automatické funkcie.
Opitovne upozoriiujem na zvySenie pozornosti — ak zadate zly vypocet, budete pracovat’
s neplatnou premennou. Dobre si rozmyslite ako postupovat’.

Ak by ste mali zaujem o vypocet hrubého skore, moéZeme jednoducho vybrat’ poloZzky alebo
napisat’ ich nazvy a oddelit’ ich znamienkom plus, napr. premennal + premennd2 + ... +
premenndX. Taktiez moézete vyuzit funkciu SUM(), priCom do zitvorky napiSete alebo
vyberiete premenné a oddelite ich ciarkou, napr. SUM(premenndl, premenna2, ... ,
premennaX). Vyhodou tohto pristupu je moZznost’ pocitat’ aj v pripade ak mate pri premennych
chybajice hodnoty a to pridanim argumentu ignore missing = I, ktory oddelite ¢iarkou za
poslednou premennou vo vzorci. Pokial’ napiSete jednoduchy vzorec bez funkcie ¢i automaticka
funkciu SUM() bez tohto argumentu a v nejakom riadku mate chybajiicu hodnotu, nebude
v danom riadku vypocitand Ziadna hodnota. Zapis s argumentom pre pocitanie s chybajucimi
hodnotami moéze vyzerat' napriklad takto SUM(premennal, premenna2, ... , premenndX,
ignore_missing = 1).

Ak mate zaujem o vypocet priemerné¢ho skore, opdt’ modzete napisat’ vzorec rucne napr.
(premennal + premennd2 + ... + premenndX) / X; Cize zadate Standardny vzorec vypoctu
priemeru: sucet hodndt delene ich poctom. Tak ako v predchadzajucom pripade odporucame
vSak vyuzit’ automaticku funkciu MEAN(). Sta¢i do zatvoriek vlozit’ premenné a oddelit’ ich
¢iarkou. TaktiezZ mozZete nastavit’ argument ignore _missing = I, pokial mate v riadkoch pre
niektorych premennych chybajice hodnoty, no chcete s nimi pracovat. Vysledny vzorec bude
v tvare MEAN(premennal, premenna?2, ... , premennaX, ignore missing = 1).

22



Ak pocitate hrubé alebo priemerné skore, dajte si pozor, aby ste pouzili uz transformované
reverzné polozky (ak ste ich vypocitali). V obrazku 2.11 zobrazujeme nastavenia vypocitane;
premennej Extra priemer. Podl'a manudlu k tomuto inventaru, mame otocit’ polozky ¢islo 11,
16, 26, 31, 36, 51 (v nasom priklade st tieto premenné pomenované bfi a Cislo polozky).
Najskor sme si tieto premenné transformovali (uvedené v predchadzajucej podkapitole) a teraz
vypocitame priemer pre kazdého respondenta. V tomto konkrétnom pripade sme si vybrali
funkciu MEAN() ado zatvorieck sme nastavili premenné (vybrali sme ich zo zoznamu
premennych v ponuke fx) a oddelili ¢iarkou. VSimnite si, ze niektoré premenné su bez
uvodzoviek aniektoré v uvodzovkach. V uvodzovkach su tie, ktorych nazvy obsahuju
medzeru. Vysledny vzorec vyzerd nasledovne: MEAN(bfil, bfi6, "bfill - R", 'bfil6 - R, bfi2l,
'bfi26 - R, "bfi31 - R', 'bfi36 - R’, bfi41, bfi46, 'bfi51 - R, bfi56). Po napisani vzorca méame
automaticky vypocitané hodnoty v novej premennej Extra priemer, vid’ Obrazok 2.11.

— bk A ITEM VAT AL

Extra_priemer

cormul = MEAN(bfil, bfi6, “bfill - R°, “bfil6 - R°,
rormuia f.-|bfi21, "bfi2e - R*, "bfi3l - R°, "bfi36 - R,
: bfidl, bfid6, “bfi51 - R*, bfish)

Retain unused levels
i26 - R* bfi41 bfi46 bfi51 bfi51 - R® bfi56 Extra_priemer®
3 4 5 3 3 4 3.333
3 5 2 4 2 2.917
4 5 3 5 1 2 2.833
3 3 5 3 3 4 2.833
3 4 5 5 1 3 3.417
2 4 5 4 2 5 2.750

2.11 Ukazka nastavenia vypocitanej premenne;j

2.6 Filtrovanie dat

Poslednou zo zakladnych funkecii v jamovi je filtrovanie dat. Nachadza uplatnenie v pripade, Ze
znejakého doévodu nemame zaujem pracovat scelym datovym suborom ale iba
s respondentmi, participantmi & vieobecne pripadmi, ktoré spiiaji nejaka podmienku.
Nastavenim filtra vylu¢ime z d’alsich analyz tie pripady, ktoré nespiiiaji stanoventi podmienku.
Podmienka mdéze byt jednoducha — napriklad chceme pracovat len s tymi, ktori uviedli ako
pohlavie muz, no mdze byt aj zlozena — napriklad muzi, ktori maju najvysSie dosiahnuté
vzdelanie stredoskolské a maju viac ako 30 rokov.
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Ak chceme nastavit’ filter, mézeme tak spravit’ cez kartu Data a vyberieme moznost’ Filters.
Zobrazi sa nam okno, v ktorom mdzeme nastavit’ filter (Obrazok 2.12). Pri prvom otvoreni okna
je automaticky vytvoreny prvy filter Filter 1, a v prvom stipci datového stiboru sa zobrazi nova
premennd Filter 1. V jednotlivych riadkoch datového suboru je vidiet, ¢i je dany riadok aktivny

alebo neaktivny * . V okne nastavenia filtra mame rézne moznosti. Velké ,+ sliZi pre
pridanie d’alSieho filtra. Oko pod nim sluzi pre zobrazenie alebo skrytie filtra (pozor, nie na
vypnutie) v datovom subore, ¢o je uzitocné, ak mame viacero filtrov a chceme si nechat
zobrazené len tie, ktoré su aktivne. Nastaveny filter vieme podl'a potreby vypnut a znovu
zapnut, na ¢o sluzi posuvné tlacidlo, ktoré je v zéklade v stave ,,active” a svieti na zeleno.
Stlacenim tohto tlacidla vieme filter deaktivovat, ¢im prestane filtrovat’ data. Ak chceme filter
natrvalo odstranit, mozeme kliknat na X. Asi najdolezitejSim je samotny priestor pre
nastavenie podmienky, na zéklade ktorej chceme data filtrovat’. Ak chcete, mdzete si nastavit’
aj slovny popis, k ¢omu filter sluzi (Description).

ROW EILTERS

+ Filter 1 active | %
| si-l- +

Obrazok 2.12: Zéakladné okno pre nastavenie filtra pripadov (riadkov)

Vyslednt podmienku moéZeme nastavit’ viacerymi sposobmi. Vyuzivame na to princip podobny
tomu pri transformdciach. V zaklade, potrebujeme programu povedat’, na akom principe ma
rozhodnut’, ¢i ma byt riadok (pripad, respondent) aktivny alebo neaktivny pre d’alSie analyzy.
Napriklad, chceme nechat’ aktivne len Zzeny v naSom datovom stbore. Takuto informaciu nesie
premenna ,,rod*, pri ktorej mame v ramci nasho prikladu hodnotu 1 pre Zeny a 2 pre muzov.
Podmienka bude rod == 1, t.j. chceme nechat’ aktivne riadky, v ktorych plati, Ze premenna
hodnota v premennej rod je rovna 1. Dajte si pozor, v zépise st dve = za sebou. Po dopisani
podmienky si moZete v§imnut, Ze aktivne zostanu len riadky, kde je podmienka naplnena
(Obrazok 2.13).

Filter 1 & rod vzdelanie vek
1 I Zena 3 22
2 b4
3 b4
4 Zena 5 32
5 Zena 4 24
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Obrazok 2.13 Priklad vzhl'adu dat po nastaveni filtra rod ==

Ak by sme chceli filtrovat’ na zaklade viacerych podmienok, mézeme tak spravit’ viacerymi
sposobmi. Jednym z nich je vytvorenie d’alSieho filtra, pridanie d’alSieho riadku do jedného
filtra (malé ,+“ v okne, kde nastavujeme podmienku), pripadne priamo v riadku. To, aky
spdsob zvolite, je uz na vas a zalezi aj od toho, ¢o konkrétne potrebujete. Pre ukazku chceme
pracovat len s pripadmi, kedy ide o zeny, ktoré maju menej ako 30 rokov a najvyssie
dosiahnuté vzdelanie ,,Vysokoskolské I. stupiia®“ (hodnota 4). Priamo v jednom riadku by sme
mohli napisat’ ,,rod == 1 and vek < 30 and vzdelanie == 4*. Alebo mdzeme tito podmienku
nastavit’ vo viacerych riadkoch (obrazok 2.14 a 2.15).

ROW FILTERS
+ Filter 1 active | 5
@ jf, = =prod == 1 +

fo~ | and vek < 30

jff = | and vzdelanie ==

2.14 Nastavenie filtra s viacerymi podmienkami

Filter 1 F1(2) F1(3) & rod ol vzdelanie | € vek
1 X
2 X X
3 X
4 X X
5 Zena 4 24

Obrazok 2.15 Priklad vzhl'adu dat po nastaveni filtra rod == 1 and vek < 30 and vzdelanie ==
4

Pri préaci s filtrami si dajte pozor, aby ste ich vypli (deaktivovali) pripadne odstranili, ked’ ich
uz nepotrebujete.
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3. Zakladna deskriptivna Statistika

Data, s ktorymi pracujeme, poskytuji detailni informéciu, ktort je vSak nemozné uchopit’
a pracovat’ s ou. Pre moznost’ zachytit' pomery v datach vyuzivame deskriptivnu Statistiku,
ktora ndm umoznuje nazriet' na tieto data globalnejsie. Za pojmom deskriptivna Statistika sa
skryva mnozstvo ukazovatelov, s ktorymi sa stykame takmer dennodenne a v mnohych
pripadoch si to ani neuvedomujeme. O niektorych z nich, ktoré pouzivame pri psychologickom
vyskume a spracovavani vysledkov, si povieme v nasledujucich castiach. Rozdel'ujeme ich na
dve zakladné Casti a to miery centralnej tendencie, resp. miery polohy a miery variability.

3.1 Miery polohy

Miery polohy nam poskytuji predstavu o centralnej tendencii ostatnych hodnoét, zastupuju
a reprezentuju ostatné hodnoty. Pri praci s psychologickymi datami pouzivame najCastejSie
aritmeticky priemer, no vyuzitie nachadza aj medidn a modus.

Aritmeticky priemer je miera centralnej tendencie, ktora je v beznom zivote asi najcastejSie
vyuzivanou. Aritmeticky priemer pozname uz zo zékladnej $koly. Véacsina z nés ho vyuzivala
napriklad pre vypocet znamky, ktorti dostaneme na vysvedceni z predmetov. Ak sme chceli
vediet’, aki zndmku budeme mat’ z matematiky, s¢itali sme si jednotlivé znamky a vydelili
poctom tychto znamok. Vysledkom bola priemerna znamka z predmetu, vd’aka comu sme mali
informaciu, ako na tom zhruba sme. Priemer teda vypocitame ako stcet vSetkych hodnot
premennej, ktory vydelime poc¢tom tychto hodnot.

Z?=1 Xi

n

X =

Ak by sme z matematiky mali za polrok 6 zndmok, napriklad: 2, 3, 2, 1, 3, 1, priemer zndmok
by sme vypocitali ako:

. 24342+1+3+1
x:
6
12
6

X = 2

X

Zistili by sme, Ze na vysvedceni pravdepodobne uvidime znamku 2. UZ pri takto nizkom pocte
prvkov (jednotlivych zndmok) je priemer uZitoénym ukazovatelom a vieme vd’aka nemu
zhodnotit’ aj porovnat’ pomery v datach. Nas spoluziak by mohol mat’ znamky 2, 1, 2, 3,2, 1 —
na prvy pohlad vidime, Ze zndmky sa mierne liSia, a vd’aka priemeru zistime, Ze spoluziak ma
o nieco lepSie zndmky ako my, jeho priemer by bol cirka 1,83 (no dvojku na vysvedceni bude
mat’ pravdepodobne aj on). Pri praci s priemermi je vSak potrebné uvedomit si, Ze priemer
priemerov nemusi byt nutne priemer celku. Ak by sme chceli vypocitat’ priemernii zndmku
v skupine kamaratov, mohli by sme spocitat’ priemerné znamky naSich kamaratov a vydelit’ ich
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poctom kamaratov. V pripade, ze by vSetci kamarati, s ktorych zndmkami by sme pracovali,
mali rovnaky pocet znamok, ziskame platni informéciu. Ak sa vSak pocet znamok lisi,
neziskame platnil informaciu. V takomto pripade musime vypocitat’ vdzeny aritmeticky
priemer. Slovo ,,vazeny* v tomto pripade neznamena oslovenie, vyjadrujuce nasu mieru ucty
k priemeru, no znamena, ze pri vypocte prihliadame na pocet prvkov — vyvazujeme vzhl'adom
na pocet prvkov. Vazeny priemer vypocitame tak, ze jednotlivé priemery vynasobime poctom
hodnét, z ktorych boli ziskané, tieto hodnoty spocitame a vydelime celkovym poctom hodnot.
Rozdiel medzi priemerom priemerov a vazenym aritmetickym priemerom uvadzame nizsie.
V tomto priklade sme sa rozhodli zistit’ priemernt zndmku v skupine 10 kamaratov. Poprosili
sme ich, aby nam povedali, akii maji priemerni znamku z matematiky (zaokrihlent na 2
desatinné miesta) ako aj pocet znamok, ktoré maju. Podla informécii v tabul’ke vidime, Ze pocet
znamok sa u jednotlivych kamaratov liSi. Ak by sme v tomto pripade len vypocitali priemer
priemerov, ziskali by sme int hodnotu ako v pripade platného postupu — pocitania vazeného
aritmetického priemeru.

Kamarat  Pocet Priemerna  Priemernd znamka
znamok  znamka krat poc¢et znamok

Veronika 4 1,25 5

Peter 6 1,83 10,98

Patrik 6 2 12

Ivana 6 2,33 13,98

Vlad’a 6 1,33 7,98

Dominika 7 1,71 11,97

Juraj 4 2,25 9

Peto 5 2,6 13

Eva 7 1,14 7,98

Michal 5 3,2 16

Priemer priemerov 1,964

Vazeny aritmeticky priemer 1,927

Uvédzame tiez zopar ddlezitych informacii ohl'adom priemeru.

Sucet odchylok vSetkych hodnot od aritmetického priemeru sa rovna nule: ak by sme z hodnot
vypocitali priemer, potom tento priemer odcitali od jednotlivych hodndt a tieto rozdiely scitali,
ziskame hodnotu 0. Mame hodnoty: 2, 3, 2, 1, 3, 1. Priemer je 2. Rozdiely od priemeru su: 0,
1,0, -1, 1, -1. Ich sucet je 0.

Hodnota priemeru je najblizSou hodnotou k vSetkym ostatnym hodnotam, na zaklade ktorych
bol priemer vypocitany. OdbornejSie (no zlozitejSie) vyjadrené, sucet druhych mocnin
odchylok vsetkych hodndt od aritmetického priemeru je mensi ako stcet druhych mocnin
odchylok vsetkych hodndt od akejkol'vek inej hodnoty. To znamend, Ze pokial’ dame vSetky
odchylky od priemeru na druhti (vynasobime ich sebou samym) a tieto hodnoty sCitame,
ziskame mensSie Cislo, ako keby sme pracovali s akoukol'vek inou hodnotou mimo priemeru.
Odchylky od priemeru sme vypocitali v predchadzajucom bode, teraz ich umocnime: 0, 1, 0, 1,
1, 1. Stcet je 4. VysktiSame si spravit’ odchylky od inej hodnoty, napr. 2,1. Odchylky budu: -
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0,1;0,9; -0,1; -1,1; 0,9; -1,1. Umocnenim ziskame hodnoty: 0,01; 0,81; 0,01; 1,21; 0,81 a 1,21.
Stcet je 4,07 — tato hodnota je vyssia, ako ked” sme pouzili odchylky od priemeru.

Ak jednotlivé hodnoty, na ktorych bol vypocitany priemer, nahradime ich priemerom, ich
priemer zostane rovnaky. To znamen4, ze ak nahradime nase povodné hodnoty ich priemerom
a vypocitame priemer, hodnota priemeru sa nezmeni.

Aritmeticky priemer je ovplyvnitel'ny vzdialenymi alebo extrémnymi hodnotami. To znamena,
ze ak by sme mali v sibore hodndt netradicne nizku alebo vysoktl hodnotu, priemer sa zmeni
a je menej vypovedny pre vacsinu dat. Prikladom moze byt rad hodnét 1, 2, 1, 1, 5. Hodnota 5
je vtomto pripade vzdialend od zvysku. Ak vypocitame priemer z tychto hodnét, ziskame
hodnotu 2, bez tejto vzdialenej hodnoty by bol priemer 1,25.

Aritmeticky priemer aritmetickych priemerov casti suboru nie je aritmetickym priemerom
celého stiboru — tito informéciu sme popisali v priklade vyssie.

Priemer, ako deskriptivny 0daj, nemdZeme pouzivat v pripade, ak je rozloZenie dat
viacvrcholové. To znamend, Ze je viacero hodndt, ktoré maji rovnaku a zaroven najcastejSiu
pocetnost’. Z hladiska rozlozenia dat priemer tiez nepouzivame, ak si hodnoty velmi
zosikmené alebo je pocet hodnot extrémne maly. Priemer nemodzeme pouzit', pokial’ nemeriame
na kontinualnej tirovni, nemézeme ho pouzit’ pri ordinalnych alebo nominalnych premennych
(napr. priemerné najvyssie dosiahnuté vzdelanie alebo priemerné pohlavie).

Medidn je prostrednou hodnotou v usporiadanom rade hodndt. Median poskytuje informaciu
o povahe dat takym sposobom, Ze polovica hodnét v tomto rade je menSia ako medidn alebo
rovna medianu a polovica hodndt je rovna alebo vyssia ako median. Ak méme rad cisel, ktory
usporiadame od najmens$ej po najvicsiu, tak ¢islo uprostred je medidn. Pri neparnom pocte
hodnét ndjdeme median tak, Ze v usporiadanom rade hodnot sledujeme ¢islo na pozicii (n-
1)/2+1, pricom ,,n“ vyjadruje pocet hodnot. Ak by sme mali 7 hodnét: 1, 1, 2, 3, 3, 4, 4, tak
mediadn ndjdeme na pozicii (7-1)/2+1, t.j. Stvrtd hodnota v rade, v naSom pripade hodnota 3.
V pripade parneho poctu hodnot je medianom aritmeticky priemer hodno6t, ktoré sa nachadzaji
na pozicidch n/2 a n/2+1. Napriklad pri 8 hodnotach 1, 1, 2, 3, 3, 4, 4, 4 vypocitame median
ako priemer hodnot na Stvrtej (8/2) a piatej (8/2+1) pozicii, v naSom pripade hodnota 3. Median
nie je ovplyvneny extrémnymi hodnotami, ked’Ze nie je vypocitany na zaklade vSetkych
konkrétnych hodndt ale na zéklade ich poctu. Pre priklad méZzeme zamenit’ jednu z hodnot 4
v predchadzajucom rade za, povedzme, 15. Pri aritmetickom priemere by takdto extrémna
hodnota sposobila vyrazni zmenu (2,75 verzus 4,125), no tato extrémna hodnota ni¢ nemeni na
prostrednej hodnote, t.j. median je stale 3. Medidn nachadza uplatnenie aj pri deskripcii
ordindlnych premennych. Mozeme sa zaujimat o najvysSie dosiahnuté vzdelanie
u respondentov, priCom by mali na vyber moznosti 1) Zakladna Skola, 2) Stredna Skola bez
maturity, 3) Stredna Skola s maturitou, 4) Vysoka Skola I. stupiia a 5) Vysoka skola II. stupiia
a viac. Pokial’ medianom tejto premennej bude hodnota 3, zistime, Ze polovica respondentov
ma dosiahnuté nizSie ako stredoSkolské vzdelanie s maturitou alebo prave toto vzdelanie
a polovica ma dosiahnuté stredoskolské vzdelanie s maturitou alebo vyssSie. Median nemdZeme
pouzit’ pri deskripcii nomindlnych premennych, kedZe jednotlivé kategdrie nomindlnym
premennych nie je moZné usporiadat’.

Modus pravdepodobne vsetci pozname, najmi vdaka ich hitu Ty, ja a mdj brat (,,odrazové
sklicka, sklicka dotykov, svietia vo tme, ty si taka fajn...”). V ramci deskriptivnej Statistiky je
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modus mozno menej oblibeny, no vyjadruje hodnotu, ktord je zastpena v najvyssej frekvencii
(najcastejsie). Pouzitelny je pri vSetkych twrovniach merania (nominalnej, ordinalnej
a kontinualnej), no malokedy je priamo pomenovavany. Prikladom moéze byt deskripcia
vyskumného suboru, kde popiseme, ze vac¢Sina respondentov boli Zeny. V takomto pripade je
modusom premennej rod hodnota Zena (pripadne Cislo, ktorym sme tuto nominalnu kategoriu
oznacili). Vrade ¢isel 1, 1, 1, 2, 2, 2, 2, 3, 3, sa 1 vyskytuje trikrat, 2 Styrikrat a 3 dvakrat.
Modusom je teda hodnota 2, lebo mé najvyssiu frekvenciu

3.2 Miery variability

Miery variability ¢i miery disperzie ponukaju dopliiujucu informéciu k mieram polohy.
Informuju nés o tom, ako hodnoty premennej variuja, aké maju rozlozenie. Pre dokladnejSie
informovanie o povahe hodn6t pouzivame miery polohy a variability spolo¢ne. Pravdepodobne
najzndmejsim a najpouzivanejSim parom je priemer a Standardna odchylka. Vo vyskumnych
studiach ste sa uz urcite stretli s M (z anglického mean, priemer) a SD (z anglického standard
deviation, Standardna odchylka). Postupne uvedieme kratku informéciu o pouzivanych mierach
variability.

Variacné rozgpiitie

Varia¢né rozpitie, po anglicky range, je najjednoduchsou mierou variability. Vyjadruje rozdiel
medzi maximalnou hodnotou premennej (xmax) @ minimalnou hodnotou premennej (Xmin). Jej
matematické vyjadrenie vyzera takto:

R = Xmax — Xmin

Dajte si vSak pozor: vel'ké R je pouzivané najmé pre oznacenie viacnasobného korelaéného
koeficientu, preto ak sa s nim stretnete vo vysledkoch nejakej stidie, pravdepodobne nejde
o variacné rozpitie. Vo vSeobecnosti sa len malokedy variacné rozpitie pouZiva pre ucely
popisu variability dat. Je malo informativne — ak je varia¢né rozpétie veku respondentov 30,
tak vieme, Ze medzi najmlads$im a najstarSim respondentom je rozdiel 30 rokov, av§ak nevieme,
aké su pomery. Moze ist’ o situdciu, kedy ma najmladsi respondent 18 rokov a najstar$i 48
rokov, no rovnakt hodnotu dostaneme aj pri zdsadne inom subore, napriklad vo veku 43 az 73
rokov. Taktiez neponuka informaciu o rozloZzeni hodndt okolo centrdlnej hodnoty a je
ovplyvnené extrémnymi hodnotami. Prikladom moZe byt subor, kde je vicSina respondentov
vo veku 18 az 30 rokov, v takom pripade je hodnotou varia¢ného rozpitia 12, no staci, ze
pribudne jeden 50 ro¢ny respondent a hodnota sa razne zmeni na 32, len kvoli jednej, odl'ahlej
hodnote. V praxi je lepSie uviest’ informéciu o minimalnej a maximalnej hodnote, €o je pre nas
ako aj pre Citatel'a informativnejSie.

Rozptyl

Rozptyl, po anglicky variance, je na pozadi viacerych pokrocilejSich Statistickych analyz.
Vyjadruje rozloZenie hodnot okolo priemeru, avSak v jednotkdch na druhu, ¢ize je tazko
interpretovatel’ny. Vzorec pre jeho vypocet vyzera nasledovne:

1 n
s? = — 1Z(xi — X)*
=1
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Slovne by sme tento vzorec vyjadrili ako priemer Stvorcov odchylok vsetkych hodnoét od
priemeru. Keby sme chceli rozptyl vypocitat’ ru¢ne, v prvom kroku by sme vypocitali priemer
vSetkych hodndt x. Potom by sme zobrali prvii hodnotu a od¢itali od nej priemer a vysledok by
sme dali na druhu (to je ten Stvorec v definicii). Pre¢o na druhti? Ak si pamitate z hodin
matematiky, tak akékol'vek €islo na druht je nutne pozitivne. Ak by sme to nespravili, ziskali
by sme negativne Cisla pri tych hodnotach, ktoré¢ su mensie ako priemerna hodnota. Ak ste
pozorne ¢itali vlastnosti priemeru, tak viete, Ze sucet odchylok hodnét od priemeru tychto
hodndt sa rovna nule — vysledkom by bola nula. Nasledne, po vypocitani Stvorcov odchylok pre
vSetky hodnoty, vypocitame ich priemer, a voila, ispeSne sme vypocitali rozptyl. Vysledna
hodnota je na druhu, takZe je tazko interpretovatelna — napriklad rozptyl veku 256 rokov? je
prinajmensom podivné vyjadrenie. Staci vSak spravit’ jednu matematickl operaciu, konkrétne
odmocnenie, a vznikne nam...

Standardnd odchylka

Standardna odchylka, pripadne smerodajnd odchylka, anglicky standard deviation, je
vypocitana prostrednictvom odmocnenia rozptylu. Vzorec pre vypocet vyzera takto:

1 n
s= g
\ i=1

Ak by sme ho chceli vyjadrit’ slovne, povedali by sme, Ze ide o odmocninu priemeru Stvorcov
odchylok vsetkych hodnot od priemeru, ale to uz vieme na zaklade definicie rozptylu.

V psychologickej literatire sa Standardnd odchylka najCastejSie oznacuje ako SD. Vysoko
pravdepodobne ste sa pri ¢itani psychologickej literatiry s touto skratkou stretli, ked’ze je
uvadzana snadd’ v kazdej vyskumnej $tudii. Preco je takd populdrna? Na ¢o nam Standardna
odchylka sl0zi? Standardnd odchylka je dobrou priatel’kou miery centralnej tendencie
priemeru. On je priemerny, ona Standardnd, a napriek tomu pre nas ako vyskumnikov ma tento
par velky vyznam. Standardna odchylka totizto vyjadruje rozloZenie hodnét okolo priemeru.
V pripade distribucie, ktora je podobna normdlinej distribtcii dat, plati pravidlo 68-95-99,7,
ktoré je pre nds informativne, a vd’aka nemu mame lepSiu predstavu o povahe dat, resp.
distribticii hodnot analyzovanej premenne;j:

e priblizne 68 % hodndt premennej lezi v oblasti medzi 1 SD pod priemerom a 1 SD nad
priemerom

e ak sa presunieme na oblast’ -2 SD az +2 SD, najdeme tam priblizne 95 % hodnot

e takmer vsetky hodnoty (99,7 %) sa nachadzaji v rozmedzi -3 SD az +3 SD

Grafické zobrazenie tohoto pravidla ndjdete v obrazku 3.1. MéZete si v§Simnut, Ze priemer tejto
distribucie je 0, a potom sa tam nachadzaju nejaké iné znaky ¢ (malé sigma) — netreba sa bat’,
ide o takzvanu populacnu Standardnu odchylku, no toto nas d’alej nemusi zaujimat’, berme to
ako SD. Vidime, Ze medzi priemerom a 1 SD ¢i uz plus alebo minus sa nachadza 34,1 % hodnét,
medzi 1 SD a 2 SD sa nachadza 13,6 % hodndt, medzi 2 SD a 3 SD sa nachadza 2,1 % hodnot.
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Obrazok 3.1 Normalna distribucia a oblasti Standardnych odchylok (zdroj: M. W. Toews - Own
work, based (in concept) on figure by Jeremy Kemp, on 2005-02-09, CC BY 2.5,
https://commons.wikimedia.org/w/index.php?curid=1903871)

Vdaka tomuto pravidlu si vieme prakticky predstavit, ako st data rozlozené. Priemer ako
deskriptivny ukazovatel’ je dolezity, no sam o sebe nedostacujtci. Predstavte si, ze sme robili
dva vyskumy na samostatnych suboroch (v kazdom vyskumnom subore boli jedine¢ni
respondenti). V oboch stiboroch sa ndm podarilo vyzbierat' odpovede od 300 respondentov.
Zamerali sme sa na vSeobecnu dospelt populaciu — oslovovali sme dospelych 'udi s prosbou
o zapojenie sa do vyskumu. Chceme sa pozriet’ na to, aky je priemerny vek prvom a druhom
subore (ako na to v programe jamovi si ukazeme v d’alsej ¢asti). Uplnou nahodou zistime, Ze
v oboch stiboroch je priemerny vek Myek = 41,35 roka (vel'mi nepravdepodobné, ale pre tcely
prikladu idedlne). Co je vsak rozdielne, je prave $tandardna odchylka. V prvom stbore je to
napriklad SD = 2,70 a v druhom SD = 7,80. Na zaklade Standardnej odchylky vidime, ako su
data vzdialené od priemeru. Zatial’ co v prvom subore mame vic¢sinu respondentov v rozmedzi
od 38,65 rokov (M — 1 SD) az 44,05 rokov (M + 1 SD), a takmer vSetkych respondentov
v rozsahu 35,95 rokov (M —2 SD) az 46,75 rokov (M + 2 SD), v druhom stibore st tieto rozpétia
SirSie, 33,55 az 49,15 roka v pripade jednej Standardnej odchylky, a 25,75 az 56,95 roka
v pripade dvoch §tandardnych odchylok. Standardna odchylka je pre nase zhodnotenie pomerov
premennych dolezitou deskriptivnou jednotkou. Na zaklade rovnakého alebo vel'mi podobného
priemeru by sme mohli usudit’, Ze sibory su v tomto pripade vel'mi podobné, avSak na zaklade
vel'mi rozdielnej Standardnej odchylky vidime, Ze distribicia veku je pomerne rozdielna
v tychto dvoch stboroch. Tuto informaciu majte na pamiti nielen v pripade prace na vlastnom
vyskume, ale aj pri reSersi vyskumnej literatiry — zaujimajte sa o deskriptivu ¢i uz pri popise
vyskumného suboru ale aj pri meranych konstruktoch, ziskate tak lepsi a kritickej$i pohl'ad na
vyskum a mozné zavery z neho plynuce.

Medzikvartilové rozpiitie

Medzikvartilové rozpitie, po anglicky interquartile range, v skratke IQR, je poslednid miera
variability, ktorej sa budeme venovat. Pojem rozpitie sme pouzili hned’ na zaciatku tejto
podkapitoly, Slo o hodnotu, kde sme z maximalnej hodnoty odpocitali miniméalnu hodnotu.
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V pripade medzikvartilového rozpétia pojde o podobny princip, avSak ako uz nazov napoveda,
pdjde o rozpitie medzi kvartilmi. Co st to tie kvartily a ako vypoéitame medzikvartilové
rozpiatie? Kvartil je jeden z koeficientov relativneho umiestnenia. Tieto koeficienty nam
hovoria o relativnej pozicii urcitej hodnoty v usporiadanom rade hodnét. NajcastejSie sa
pouzivaju percentily, decily a kvartily. S percentilmi a decilmi sa budete stretdvat’ napriklad pri
psychodiagnostike. Prostrednictvom psychodiagnostickej metodiky ziskate ur¢itu hodnotu pre
daného Cloveka. Ako je vSak na tom v porovnani s inymi 'ud'mi? Vd’aka normam k metodike,
ktor¢é su ziskané prostrednictvom testovania mnohych I'udi, ziskate odpoved’. Testovany ¢lovek
modze mat’ hodnotu, ktora sa rovnd povedzme 65 percentilu — to znamend, ze 65 % l'udi na
zaklade ktorych boli pocitané normy, ma rovnaka alebo nizSiu hodnotu ako je nami zistena
hodnota a naopak 35 % l'udi ma rovnaku alebo vyssiu hodnotu. Pod'me naspit’ ku kvartilom.
LCudskejSou recou, kvartil je Stvrtina. Predstavme si, ze mdme 100 hodnét. Tychto 100 hodndt
usporiadame od najmensej po najvicsiu a chceme ich rozdelit’ na 4 rovnaké casti. Slovo
rovnaké znamend, zZe tieto Casti budi mat’ rovnaky pocet hodndt. V pripade 100 hodnot je to
jednoduché: 100 / 4 = 25. Kazda ¢ast’ ma obsahovat’ 25 hodn6t. Hodnotu 100 pouzivame aj
z dovodu, Ze si to vieme jednoducho preniest’ na percentd — kazda Cast’ ma obsahovat’ 25 %
hodnot. Na to, aby sme rozdelili usporiadany rad hodndt na Styri rovnaké Casti, potrebujeme 3
hodnoty. Cislo, ktoré vyjadruje prvy kvartil, vymedzuje prvych 25 % hodnoét, &islo ktoré
vyjadruje druhy kvartil, vymedzuje prvych 50 % hodnot. Ak ste pozorne citali o mediane, iste
viete, Ze je to vlastne druhy kvartil. Posledné, tretie ¢islo, vymedzi prvych 75 % hodnoét, pricom
nam zostane najvyssich 25 % hodn6t. Pre grafické zobrazenie si pozrite Obrazok 3.2.

Minimum Prvy kvartil Druhy kvartil Treti kvartil Maximum

Prva stvrtina Druha Stvrtina Tretia Strvrtina Stvrta Stvrtina
Medzikvartilové rozpatie

Obrazok 3.2 Grafické zobrazenie medzikvartilového rozpitia

Ako mozete vidiet, medzikvartilové rozpdtie vyjadruje rozpétie medzi prvym a tretim
kvartilom. Ako ho teda vypocitat’? Podobne ako rozpitie, avSak v tomto pripade nepouzijeme
hodnoty maxima a minima, ale od hodnoty treticho kvartilu (Q3) od¢itame hodnotu prvého

QD).
IQR = ng - le

Tak ako Standardné odchylka patri k priemeru, medzikvartilové rozpétie pouzivame ako mieru
variability k medianu. Vyjadruje ndm rozpitie strednych 50 % hodndt. No podobne ako pri
variatnom rozpiti, ak chcete uviest’ detailnejSiu deskriptivu, uved'te radsej hodnotu prvého
a treticho kvartilu.

3.3 Frekvenc¢na analyza

Frekven¢na analyza je pomerne jednoduchad zalezitost. Vdaka tejto analyze zistujeme
frekvenciu, ¢i inak povedané pocetnost’ vyskytu urcitého javu. Napriklad chceme vediet’, aky
je pocet muzov a zien v naSom vyskumnom subore alebo kolko l'udi ukoncilo ur€ity stupen
vzdelania. Frekven¢nu analyzu uplatitujeme najma na nomindlne alebo ordindlne premenné. Pri
popise premennych meranych na kontinualnej urovni preferujeme skor miery centralnej
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tendencie a variability, ktoré su uvedené v predchadzajucich Castiach. Pri popise pocetnosti
ur¢itého javu pouzivame bud’ to absolutnu hodnotu, napriklad v naSom vyskumnom subore
bolo 32 respondentov, ktori uviedli ako najvysSie dosiahnuté vzdelanie ,,stredoSkolské bez
maturity“. Uvadzanie konkrétnych hodnoét patri k Standardu, no rovnako je vhodné doplnit’ tito
hodnotu aj percentudlnym podielom. S percentami sme sa uz mnohokrat stretli aich
pochopenie je velmi intuitivne. Citatel' vd’aka percentualnemu vyjadreniu I'ahko pochopi
pomery v naSich datach. Nezabudnite preto uvadzat' nielen konkrétne hodnoty ale aj ich
percentudlny podiel.

3.4 Deskriptivna analyza v programe jamovi

V tejto Casti si konkrétne ukazeme, ako spravit' deskriptivnu Statistiku v programe jamovi.
Nast’astie pre nas je to naozaj jednoduché. Domnievame sa, ze najlepSie sa to nau¢ime na
konkrétnom pripade. Deskriptivna Statistickd analyza nachadza uplatnenie hned’ na zaciatku
analyzy dat, ked’ sa chceme dozvediet’ nie¢o o naSom vyskumnom subore. Tieto informécie st
zaujimavé nielen pre nés, ale tvoria doleziti ¢ast’ vedeckych publikacii — najdete ju v kazdej
dobrej kvantitativnej vyskumnej praci a rovnako je tomu aj v pripade vasich zavere¢nych préac.
Pod’me teda na to!

V prvom rade si v jamovi otvorime kartu 4nalyses, kde najdeme ikonu Exploration, klikneme
a zvolime Descriptives (Obrazok 3.3).

= Variables Data Analyses Edit
Exploration T-Tests ANOVA Regression  Frequencies Factor
LEnrEee &b pohlavie & rod stav ol vzdelanie &b pra

Obrazok 3.3 Umiestnenie ponuky deskriptivne;j Statistickej analyzy

Po kliknuti sa zmeni pouzivatel'ské rozhranie, pricom pribudne nové okno, v ktorom sa bude
odohravat’ celé ¢aro deskriptivnej analyzy, vSetko ,,pod jednou strechou.“ Rovnako tak nam
v Casti pre vysledky hned pribudla tabul'ka, ktord neobsahuje Ziadne vysledky. To dolezité
z deskripcie si ukdZeme v tejto Casti, no vratime sa sem aj pri d’alSich castiach tejto u€ebnice.

Ponuku pre deskriptivnu analyzu zobrazuje Obrazok 3.4. V prvom rade si moéZeme vSimnut
okno, v ktorom sa nachadzaju premenné v naSom subore. Hned’ vedl'a je okno s ndzvom
Variables a pod nim je okienko s ndzvom Split by. Do okna Variables presivame premenné,
ktoré chceme analyzovat. Okienko Split by plni vel'mi Sikovnu funkciu — ak do neho dame
premennt, vSetky vypocty, ktoré si nastavime, sa budua robit' samostatne pre skupiny
definované touto premennou. Tato funkcia je povolend len pre nomindlne a ordindlne
premenné. NizSie si mdzete vSimnut’ zafiarkovacie policko Frequency tables — vdaka nej nam
bude vypocitand frekvenénd analyza. Jamovi pontka aj moznost dvojakého zobrazenia
vysledkov pomocou vyberového okna. V zéklade (Variables across columns) budli premenné
v stipcoch a deskriptivne ukazatele v riadkoch, alebo naopak pri zvoleni moznosti Variables
across rows. Nizsie sa nachddzaja dve cCasti, Statistics a Plots.
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Obrazok 3.4 Vzhl'ad okna deskriptivnej analyzy

V tejto podkapitole si ukdzeme len Cast’ Statistics, k Plots sa dostaneme neskor. Ked si
rozklikneme tato Cast, otvori sa ndm mnozstvo moznosti, ktoré mézeme oznacit, pricom
viaceré su uz v zaklade zvolené (Obrazok 3.5). Priblizime, o ktord moznost’ znamena:

e Sample Size — informécie o naSom subore, respektive o respondentoch, ktori spifiaju
kritéria nastaveného filtrovania. N vyjadruje celkovy pocet, Missing znamena, ze sa ndm
zobrazi pocet respondentov, ktorym chyba hodnota v analyzovanej premenne;.

e Percentile Values — vypocet hodndt urcitého percentilu alebo hodnét, ktoré rozdel'uju
usporiadany rad hodnét nejakej premennej. Ak by sme zvoli, Cut points for 4 equal
groups, ziskali by sme hodnoty kvartilov. Ak by sme zvolili, Percentiles, ziskame
hodnoty konkrétnych percentilov.

e (entral Tendency — tu si nastavujeme miery centralnej tendencie, v zdklade si zvolené
Mean (priemer) a Median (median). Na vyber mame aj Mode (modus) alebo Sum (stcet
vSetkych hodnot premennej), ten vSak pre nase ucely nepouZivame.

e Dispersion — tu si nastavujeme miery variability, inak povedané disperzie. V zaklade je
oznacené prakticky vSetko, ¢o potrebujeme — Std. deviation (Standardnd odchylka),
IOR (medzikvartilové rozpitie). Dalsie moznosti pre nase Gi¢ely nepotrebujeme.

¢ Distribution a Normality — vypocty vhodné pre posudenie distribucie hodnot premenne;j,
viac si k tomu povieme pri Casti o zhodnoteni normality dat, v Casti o inferencnej
Statistike.

e Mean Dispersion — vypocet doplitujticich informacii k priemeru, ktoré pre nase tcely
nepotrebujeme.

e OQutliers — jamovi nam uvedie Cisla riadkov najniz§ich a najvys$sich hodnot premenne;.
Tato moznost mdze byt uZitocnad pre rychle zhodnotenie takzvanych vzdialenych
hodnot — tejto problematike sa venujeme v kapitole 5.4.
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v | Statistics

Sample Size Central Tendency
N Missing Mean
Percentile Values Median
[:J Mode
B Cut points for 4
D Sum
(] Percentiles 25,50,75
Dispersion Distribution
Std. deviation Minimum [:\ Skewness
[:\ Variance Maximum E Kurtosis
D Range G 124 Normality
Mean Dispersion [ ] shapiro-wilk
D Std. error of Mean outliers

D Confidence interval for Mean 95
EJ Most extreme 5

Obrazok 3.5 Nastavenia v Casti Statistics

Po presunuti niektorej z premennych do okienka Variables sa nam vo vedl'ajSom okne jamovi
objavia vysledky deskripitvnej alebo frekvenénej analyzy. Ak by sme chceli blizSie popisat’ nas
subor, mdézeme sa zamerat zdkladné socio-demografické premenné. Najskor modzeme
charakterizovat’ nas subor z hl'adiska celkového poctu respondentov a ich priemerného veku.
Do okienka Variables si vloZime premennu vek, vysledok je zobrazeny v Obrazku 3.6. Vidime
tabul’ku, v ktorej st deskriptivne ukazatele pisané v riadkoch (Variables across columns).

Descriptives

vek
N 281
Missing 0
Mean 4243
Median 41
Standard deviation 15.49
Minimum 18
Maximum 72

Obrazok 3.6 Vysledok deskriptivnej analyzy v programe jamovi

Ak by sme chceeli informaciu o veku uviest’ $pecificky pre muzov a zeny, pridime do okienka
Split by aj premennt pohlavie. Vysledok je zobrazeny v Obrazku 3.7. Ako vidite, vysledky st
samostatne v riadkoch pre muzov a Zeny. Takymto spdsobom to funguje ¢i mate dve alebo viac
skupin (kategorii premennej).
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Descriptives

pohlavie ek
N muz 3
Zena 43
Missing muz 0
Zena 0
Mean muz 42.59
Zena 42.28
Median muz 41.00
Zena 41
Standard deviation muz 15.70
Zena 15.34
Minimum muz 18
Zena 18
Maxirnum muz 72
Zena 70

Obrazok 3.7 Vysledok deskriptivnej analyzy s pouzitim funkcie Split by v programe jamovi

Pre zistenie pocetnosti jednotlivych kategérii premennej, vyuzijeme funkciu Frequency tables.
Tato funkciu vSak pouzivame len pre nomindlne alebo ordindlne premenné. V Obrazku 3.8
zobrazujeme vysledok frekvencnej analyzy pre premenné pohlavie a najvySSie dosiahnuté
vzdelanie. Pre icely ziskania detailnejSich hodndt pre percentd, sme v nastaveni zmenili pocet
desatinnych miest na tri. V tejto tabulke vidime stipec snazvom Levels, v ktory nesie
informdciu o jednotlivych hodnotidch (kategoriach) premennej. Ked'Ze sme si tieto hodnoty
v datovom subore pomenovali, vidime ich nazvy. V druhom stipci s nazvom Counts sa
nachadza informacia o absoliitnom poéte. Treti stipec % of Total vyjadruje percentualny pomer
jednotlivych kategérii. Posledny stipec Cumulative % vyjadruje takzvané kumulativne
percento. Uplatnenie nachddza pri ordindlnych premennych, kde percentudlna hodnota
vyjadruje, kol’ko respondentov oznacilo danu odpoved’ alebo nizSiu. V ramci nasho prikladu
mozeme vidiet, ze stredoskolské vzdelanie s maturitou alebo nizSie oznacilo 82,2 %
respondentov (7,1 + 34,5 + 40,6 = 82,2).
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Frequencies of paohlavie

Levels Counts % of Tota Cumulative %
muZ 138 49.1% 49.1%
Zena 143 50.9 % 100.0 %

Freguencies of vzdelanie

Levels Counts % of Tota Cumulative %
78 20 7.1% 7.1%
55 bez maturity a7 34.5% 416%
55 s maturitou 114 40.6 % 82.2 %
VS 1. stuperi 8 2.8% 85.1%
vE Il stupen 42 14.9 % 100.0 %

Obrazok 3.8 Vysledok frekvencnej analyzy premennych pohlavie a vzdelanie

Takymto sposobom sa dokdzeme dopracovat’ k roznym informaciam o premennych. Nizsie
uvadzame priklad zépisu informacii o vyskumnom stbore:

Nas vyskumny stubor tvorilo 281 respondentov vo veku od 18 do 72 rokov (M = 42,34;
SD = 15,49). Priemerny vek muzov (N = 138) bol 42,59 (SD = 15,70) a zZien (N = 143)
bol 42,28 (SD = 15,34) roka. VicSina respondentov uviedla ako najvyssie dosiahnuté
vzdelanie stredoSkolské s maturitou (N = 114; 40,6 %), d’alej stredoskolské bez maturity
(N =97; 34,5 %), vysokoskolské II. stupna (N = 42; 14,9 %), zakladné (N = 20; 7,1 %)
a vysokoskolské I. stupna (N = 8; 4,2 %). Z hl'adiska rodinného stavu, vicSina
respondentov bola v manzelskom zvézku (48,8 %), za ktorymi nasledovali slobodni
respondenti (23,1 %), rozvedeni (12,5 %), respondenti vo vztahu (10,7 %) a ovdoveni
respondenti (5 %).

Samozrejme, zapis a mnozstvo informécii, ktoré uvediete zavisi od toho, €o je pre vas dolezité,
no zauzivané je uvedenie poctu respondentov, muzov a zien; priemeru a Standardnej odchylky
veku respondentov; frekvencnej analyzy najvysSieho dosiahnutého vzdelania. V pripade, Ze
chcete uviest’ frekvenénu analyzu premennej, ktord ma viacero kategorii, napr. 4 a viac, moZete
vyuzit aj tabulku. Niekedy sa pre grafické zobrazenie frekvencie vyuZiva napr.
kolacovy/kruhovy graf, jeho vyuZitie vSak zvaZte — naozaj je prinosné, ak pridim graf, nestaci
informdcia v texte alebo tabul'ke? Osobne tieto grafy nepovazujeme za potrebné a preferujeme
zapis v texte alebo tabulke. Dajte si tieZ pozor, ak uvediete ¢iselni informdaciu v tabulke,
neuvadzate ju duplicitne v texte (ak by sme napriklad prezentovali vysledok frekvencnej
analyzy premennej rodinny stav v tabulke, neuviedli by sme ho v texte). Ako ste si mohli
v priklade v§imnut,, Statistické skratky a symboly uvadzame kurzivou.

37



4. Vnutorna konzistencia

Meranie v psycholégii prebieha prevazne prostrednictvom roznych testov, dotaznikov alebo
skal. Takyto spdsob merania je nutne spojeny s urCitou chybou merania, ktora je spojena
s presnost'ou psychodiagnostickych nastrojov. Posudzovanim toho, ako dobre tieto nastroje
funguju, sa zaobera samostatna vednd disciplina psychometria. Psychometrické analyzy
a postupy su nad rdmec tejto ucebnice. Pre zaujemcov odporic¢ame publikéciu ohladom
principov psychodiagnostiky od Halamu (2011). Jedna z veci, ktora sa vSak bezne testuje
anajdete ju aj vo vyskumnych pracach, je reliabilita pripadne konkrétnejSie vnutornd
konzistencia. Ak si vo vyskumnych §tadiach pozriete Cast, v ktorej autori popisuji pouzité
metodiky, stretnete sa s hodnotenim reliability, vnuatornej konzistencie (angl. internal
consistency) alebo konkrétnymi pojmami ako Cronbachova alfa, a. V tejto Casti si priblizime,
¢o to ta vnutorna konzistencia je a ako ju vypocitat’ v programe jamovi.

Psychodiagnostické metodiky st ur¢ené na meranie urcitej konkrétnej (SirSej €1 uzsej) oblasti.
Jednotlivé polozky by teda rovnako mali merat’ tito oblast’. Ci ju aj naozaj meraju, je otizkou
validity psychodiagnostickych nastrojov. Reliabilita nam na toto neposkytne odpoved’, no
dozvieme sa, ako sudrzne teda konzistentne tieto polozky meraju. Je viacero spdsobov, ktorymi
sa reliabilita posudzuje — napriklad zistujeme vzt'ah medzi vysledkami dvoch merani v roznom
Case (test-retest reliabilita) alebo vysledkami paralelnych metéd. Ked'Ze beZzne nemame tieto
informdcie dostupné, pouzivame koeficienty vnitornej konzistencie, naj¢astejSie uz spomenuti
Cronbachovu alfu (Cronbach, 1951). Vel'mi jednoducho povedané, koeficienty vnutornej
konzistencie vyjadruju mieru toho, ako silno spolu polozky suvisia, aky silny je medzi
polozkami vzt'ah. Savis medzi polozkami je dolezitd vlastnost pri metodikach, kde
predpokladame, ze odpovede respondentov st spdsobené meranym konstruktom na pozadi. Ak
je vztah medzi polozkami nizky, je otazne, ¢i je odpoved na polozky dand tym istym
konstruktom, alebo ide o viacero konStruktov.

Vypocet koeficientov vnutornej konzistencie je v jamovi jednoduchy. V karte Analyses
zvolime mozZnost’ Factor a vyberieme Reliability Analysis. Tak ako v pripade deskriptivnej
analyzy sa nam zobrazi stredové okno, v ktorom nastavime analyzu. Podobne ako pri inych
analyzach mame okienko, v ktorom méame na vyber polozky v naSom subore. Vyberieme
polozky, pri ktorych chceme zistovat’ vnutorni konzistenciu a presunieme ich do okienka
Items. Automaticky sa ndm vo vysledkovej Casti zobrazia vysledky. Pri vybere poloZiek si dajte
pozor na to, o robite. Polozky vyberajte tak, ako si radené v metodike, napr. podla
vyhodnocovacieho kl'ica — vkladajte tie poloZky, s ktorymi ste pocitali hrubé alebo priemerné
skore. Ak mate metodiku, ktord méa viacero samostatnych faktorov, pri ktorych sa neda
vypocitat’ spolo¢ny faktor, nedavajte vSetky poloZzky naraz! Prikladom mdze byt v tvodnych
Castiach spomenuty Inventar Velkej Piatky 2. Tento osobnostny inventar méa 5 samostatnych
faktorov: extraverzia, privetivost, svedomitost, negativha emocionalita a otvorenost. Ak
chcem zistit’ vnutorni konzistenciu, musime spravit’ 5 samostatnych analyz, pre kazdy faktor
zvlast. Nic¢ také ako vnutorna konzistencia Inventara Vel'kej Patky 2 nie je, t.j. nemodzete dat’
analyzovat’ vSetky polozky naraz. V pripade, Ze ma metodika aj reverzne skoérované polozky,
vkladajte ich transformovant podobu. Ak by ste sa pomylili a vlozili reverzna polozku, jamovi
vas na to upozorni, ked’ zisti negativny vzt'ah medzi urCitou poloZkou a zvySnymi poloZzkami.
Avsak, tak ako pri vSetkom ostatnom, dajte si Cas a venujte nastaveniu pozornost. Pod
okienkami s polozkami si moézete vSimnut zaciarkovacie policka. V zdkladom nastaveni je
zvolené len Cronbach’s a. V podstate je to vSetko, Co potrebujeme. Obrdzok 4.1 zobrazuje
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nastavenie, v ktorom zistujeme vnutornai konzistenciu domény Extraverzia. Do analyzy sme
vlozili uz vopred transformované reverzné polozky.

Na vyber mdme McDonaldovu omegu ako druhy koeficient vnitornej konzistencie. Pre nase
ucely ale bezne postacuje Cronbachova alfa. Priamo v nastaveni tejto analyzy si mo6zeme dat’
vypocitat’ priemer a Standardn odchylku, Statistiku pre polozky, ¢i vykreslit' graf korelacii
medzi polozkami — tieto doplitujice vysledky bezne nepotrebujeme. Ako je na Obrazku 4.1
vidiet’, niz§ie sa nachadza zalozka s nazvom Reverse Scaled Items. S10zi na to, aby sme urcili,
ktoré z vybranych poloziek s reverzne skorované a maju byt transformované. Znovu pozor!
Ak sme vybrali uz raz transformované polozky, nenastavujeme ich opatovnu transformaciu —
vratili by sme ich tym do povodného (surového) stavu. Poslednd zalozka Save ndm umoziuje
ulozit’ sumérne (hrubé) alebo priemerné skore. Nevyhodou je, Ze dané skore je viazané na
analyzu, a ak ju odstranime, odstrani sa aj vypocitana premenna z dat. Da sa to obist’ tak, ze
vypoditand premennu skopirujeme do prazdneho stipca, no tento postup hodnotime ako
zbytocne narocny, preto odporti¢ame drzat’ sa postupu uvedeného v kapitole 2.5.

Reliability Analysis @

etk Q ltems
Al vzdelanie i ofi
rebrik ofi
Jl bfi2 bfitT - R
J bfiz bfi1te - R
ol bfi3-R bfi2T
 bfia bfi26 - R
Al bfia - R bfi31-R
M hfi26 . D h
Scale Statistics Item Statistics
Cronbach's o D Cronbach's a (if item is dropped)
[:] McDonald's w D McDonald's w (if item is dropped)
[:] Mean D Mean
[:] Standard deviation D Standard deviation

T e D Item-rest correlation

[:] Correlation heatmap

> | Reverse Scaled ltems

> | Save

Obrazok 4.1 Nastavenie vypoctu Cronbachovej alfy

Vysledok pri zdkladnom nastaveni vyzera Uplne jednoducho (Obrazok 4.2).

Scale Reliability Statistics

Cronbach's a

scale 0.76
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Obrazok 4.2 Vysledok analyzy vnutornej konzistencie pri predvolenom nastaveni

Ziskali sme cislo 0,76 — ako vSak tuto hodnotu interpretovat? Odpoved’ nie je uplne
jednoducha. Hodnota Cronbachovej alfy je zavisla od vzajomnych vztahov medzi polozkami
(¢im silnejsie, tym lepsie) ale aj od poctu poloziek — to znamenad, Ze v pripade metodik s nizkym
poctom poloziek (napr. 4) mozeme ziskat’ nizku hodnotu napriek uspokojivym vzt'ahom medzi
polozkami. Naopak, v pripade velkého poctu poloziek mozeme ziskat’ vysoku hodnotu, napriek
tomu, Ze medzi niektorymi polozkami je vel'mi slaby vztah. Interpretacia tiez zavisi od toho,
¢o dana metodika meria. Pokial’ ide o vel'mi uzko vymedzenu oblast, oakavame ,,vysSiu“
hodnotu alfy, v pripade SirSich oblasti, napr. osobnostné charakteristiky, ndm postacuje aj
,niz§ia“ hodnota. Co je to ta vyssia hodnota a &o niZzsia? Vo vieobecnosti povazujeme hodnoty
Cronbachovej alfy vécsie ako 0,7 za dobré, 0,8 za vel'mi dobré a 0,9 za vyborné. Hodnoty pod
0,7 sa pri metodikach s nizkym poc¢tom poloziek niekedy povazuji sa dostacujuce, pokial’ nie
si nizsie ako 0,6. Ide vSak len vel'mi hrubé rozdelenie, ktoré¢ na zaklade vysSie spomenutého
tazko uplatnit na kazdu oblast psychologie. Niekedy autori pouzivaji vyjadrenie
akceptovatelna, pripadne vyhovujuca vnutorna konzistencia, na zaklade ich zhodnotenia
faktorov vstupujucich do vypoctu, t.j. pocet poloziek a Sirka meranej oblasti. V nasom pripade
by sme rovnako zhodnotili vnutorna konzistenciu domény Extraverzia za vyhovujucu.

Zhodnotenie vnutornej konzistencie uvadzame najcastejSie pri popise pouzitych metodik.
Napriklad:

Pre meranie piatich osobnostnych faktorov sme pouzili Inventdr Velkej Piatky 2 od
autorov Halama et al. (2020). Tento inventar obsahuje celkovo 60 poloziek, 12 pre
kazdi doménu: Extraverzia, Privetivost, Svedomitost, Negativna emocionalita a
Otvorenost. Inventar ma spolo¢ny zaklad ,, Som niekto, kto... ** a pokracuje jednotlivymi
polozkami, ktoré s vo forme kratkych vyrokov, napr. ,,je spolocensky, rad travi cas s
inymi ludmi.* alebo ,,sa niekedy sprava nezodpovedne.“ Respondenti vyjadruju mieru
suhlasu s tymito polozkami prostrednictvom 5-bodovej Likertovej Skaly, od ,, Velmi
nesuhlasim* po ,, Velmi suhlasim“. Vnutornd konzistencia jednotlivych domén je
vyhovujuca: Extraverzia a = 0,76; Privetivost a = 0,78; Svedomitost o = 0,84;
Negativna emocionalita o = 0,83 a Otvorenost’ a = 0,80.

Co robit’ v pripade, Ze nami pouzita metodika vykazuje slabt vniitornii konzistenciu (a < 0,60)?
Odpoved’ zalezZi od toho, ¢o sme pouZili. Pokial’ sme pouzili metodiku, ktora je adaptovana pre
pouzitie u nas, a autori slovenskej adaptacie uvadzaji akceptovatelni vnitornt konzistenciu,
mozeme sa zamysliet', ¢i rozdiel mdze spocivat’ v Specifikach nasho suboru, resp. populacie, na
ktorti sme zamerali na§ vyskum. V takom pripade je vhodna urcita polemika v ramci diskusie
zisteni anajmd limitacii vyskumu. Ak sme pouzili metodiku, ktord nie je na Slovensku
adaptovand alebo sme si vytvorili vlastnu, moZeme sa pozriet, ¢i st vzt'ahy medzi polozkami
slabé vo vSeobecnosti, alebo je nejaka polozka pripadne poloZzky, ktorych pritomnost’ vyrazne
znizuje vnuatorni konzistenciu. Pri¢inou moéze byt zly preklad ¢i nevhodna formulécia.
V jamovi si v Casti Item Statistics zvolime moznost’ Cronbach’s alpha (if item is dropped). Této
funkcia ndm dé4 informéciu o tom, aké by bola Cronbachova alfa, keby vynechame urcita
polozku. Vd’aka tomu zistime, ¢i by odstranenie niektorej polozky spdsobilo zvySenie vnutornej
konzistencie na prijatelnu tGroven. Pokial' by sme takt identifikovali, m6Zeme zvazit' jej
nepouzitie pre vypocet hrubého alebo priemerného skore (jej odstranenie). Pokial’ vSak taktto
polozku neidentifikujeme, musime sa zmierit’ s nizkou vnutornou konzistenciou a hrat’s tym,
¢o mame — pokracovat, no pri diskusii vysledkov zohladnit’ tento fakt. V Obrazku 4.3 je
zobrazeny vysledok analyzy. Pri tejto 4 polozkovej metodike sme zistili vzhI'adom na nizky
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pocet poloziek vel'mi dobru vnutornu konzistenciu a = 0,77. Vysledky dopliujucej analyzy
ukdzali, Ze odstranenie ktorejkol'vek z prvych troch poloziek by viedlo k znizeniu & — hovorime,
ze tieto polozky prave prispievaju vnutornej konzistencii. Odstranenie poslednej polozky by
viedlo k pomerne vyraznému zvySeniu a. V pripade, ze by sme mali slabi vnitorni
konzistenciu, stalo by za zvazenie tato polozku odstranit’, no v nasom pripade to nie je potrebné,
ked’ze v zaklade je nasa a vyhovujtca.

Item Reliability Statistics

If item dropped

Cronbach's a

shs_1 0.63
shs_2 0.62
shs_3 0.71
shs_4 - R 0.85

Obrazok 4.3 Zmena Cronbachovej alfy v pripade odstranenia niektorej polozky.
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5. Inferencna Statistika

Zatial sme si ukazali zéklady prace s datovym suborom, zaklady prace v programe jamovi,
zéklady deskriptivnej analyzy apovedali sme si nieCo o vnutornej konzistencii.
V nasledujucich castiach vSak pride to ,pravé caro* analyzy psychologickych dat.
V psychologickych kvantitativnych vyskumoch mnohokrat ocakdvame suvis urcitych
premennych. Pojem suvis je vel'mi Siroky, no prave preto vystihuje Siroku paletu pripadov.
Napriklad predpokladdme, Ze existuje vztah medzi vekom a extraverziou alebo rozdiel
v negativnej emocionalite u muzov a zien, alebo efekt najvysSieho dosiahnutého vzdelania na
schopnost’ kritického myslenia. Aj ked’ ide o r6zne analyzy a r6zne pomenovania, na pozadi je
stale hl'adanie a potvrdzovanie stivisu medzi premennymi. NaSe o¢akdvanie nas vedie k tizbe
skamat’ danu oblast’ a overit’ nase predpoklady. Tieto sa tykaju urcitej populécie, teda celej
mnoziny I'udi, ktori spifiaju nejaké podmienky, napr. populacia dospelych I'udi, pripadne uzsie
definované mnoziny, napr. populacia pracovnikov zachrannej sluzby, deti v predskolskom veku
ainé. Ked'Zze populacia obsahuje vel'ké mnozstvo I'udi a my neméame moznost zapojit do
vyskumu kazdého jedného ¢loveka, robime vyber, na zaklade ktorého vyvodzujeme zavery pre
celu ciel'ovu populdciu. Tento proces sa nazyva Statistickd inferencia, z ¢oho prameni nazov
inferencna Statistika. Nasou snahou je teda nie len skumat’ pomery v datach, ale zistit’, ¢i
mdzeme zistené pomery zovseobecnit’ na celt populaciu. Tymto sa dostdvame ku konceptu
testovania signifikancie nulovej hypotézy, v skratke NHST z anglického null hypothesis
significance testing.

5.1 Testovanie signifikancie nulovej hypotézy

Vediet', ¢i mézeme nase zistenie zovSeobecnit’ na cielova populaciu znie fajn a ak ste niekedy
aspont mierne prebehli vysledky v kvantitativnych vyskumnych stadiach, urite ste sa stretli
s pojmami ako signifikancia, Statistickd vyznamnost’ alebo anglicky significance. Préave tieto
pojmy st u za¢inajucich Studentov psychologie vel'mi honosne vyslovované pri prezentaciach
vyskumnych $tadii, ktoré spracovali, hoci pravdepodobne (skoro) nikto nevie, Co to vlastne
znamena. Slovo vyznamné alebo signifikantné v nas automaticky evokuje pocit, Ze je to nieco
,»vyznamné“ teda dolezité. V mnohych pripadoch tomu tak je, v mnohych nie. Na to, aby sme
vedeli, ¢o to znamena vyznamnost’, musime si najskor pribliZit, ¢o je to nulova hypotéza a na
com je postavené testovanie jej signifikancie.

Nulova hypotéza je Gstrednym pojmom v rdmci NHST. Je to zakladny predpoklad, ktory je
vopred platny, pokial’ dokazy neukazu inak. Ako sme uz spominali, v naSom vyskume méame
nejaké predpoklady, ktoré chceme overit’ — tzv. vyskumné hypotézy, nazyvané aj meritorne
alebo alternativne hypotézy. VicSinou sa tieto hypotézy tykaju pritomnosti suvisu medzi
premennymi. Nulova hypotéza mé znenie v stvislosti s tym, aky test robime ako aj s tym, ako
znie nasa vyskumna hypotéza, takze tazko hovorit’ za vSetky pripady, no zjednodusene, nulova
hypotéza hovori o nepritomnosti javu v populacii. Ak predpokladame, ze v populdacii existuje
vztah medzi premennymi, nulovd hypotéza hovori, Ze neexistuje. Ak hovorime, ze sa dve
skupiny (napr. muzi a Zeny) /isia v miere nejakej vlastnosti, nulova hypotéza tvrdi, Ze sa nelisia.
KedZe je nulova hypotéza a priori platnd, my sme ti, ktori musia dokézat’ na§ predpoklad.
Z tohto dovodu sa nase vyskumné hypotézy nazyvaju aj alternativnymi — st alternativou
voci nulovej hypotéze. Vynimkou su vyskumné hypotézy, ktoré sa rovnaju nulovej hypotéze —
napriklad predpoklad nepritomnosti rozdielu medzi skupinami. Ak by sme chceli byt vel'mi
kriticky, takéto hypotézy su problematické v tom, Ze nulova hypotéza je vopred platna, na ¢o
ju teda potvrdzovat? ESte prisnejSie povedané, NHST nam konceptovo neumoznuje overit
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platnost’ nulovej hypotézy, predpoklad o jej platnosti je zadefinovany v ramci tohto konceptu
(Field, 2018). Napriek tomu sa s takymito vyskumnymi hypotézami moézeme stretnut’.

Kazda statistickd analyza, ktorti robime ma ur€ity ¢iselny vysledok, ktory nazyvame koeficient.
Nulova hypotéza pri mnohych testoch hovori o tom, Ze tento koeficient sa v populacii rovna 0.
Vd’aka statistickej analyze sa v naSom vyskume dopracujeme k nejakej hodnote koeficientu,
ktory sa nerovna nule. Toto zistenie je vSak platné len pre nas vyskumny subor a nehovori
0 pomeroch v populécii — tam predsa a priori plati nulova hypotéza. V tomto momente vstupuje
do hry Statistickd vyznamnost’, signifikancia. Vel'mi zjednoduSene ale vystizne povedané,
vd’aka nej vieme, akd je pravdepodobnost’ ziskat' v nasom vyskumnom subore/vybere takuto
hodnotu koeficientu ak v populacii plati nulova hypotéza. Tato definicia v sebe nesie dva
klacové aspekty: vyskumny stibor/vyber a hodnotu koeficientu. Signifikancia vysledku je teda
zéavisla od velkosti koeficientu a poctu I'udi, na ktorych bola tato analyza vykonana. Pocet I'udi,
na ktorych bola analyza vykonana mézeme chépat’ ako nejaka vahu dokazov. Ak by sme mali
v dvoch pripadoch rovnaki hodnotu koeficientu ale vyrazne iny pocet I'udi, hodnota
signifikancie by bola ind. A zas, ak by sme mali v dvoch pripadoch rovnaky pocet I'udi, ale
rozdielny koeficient, hodnota signifikancie by sa lisila.

V ramci definovania Statistickej vyznamnosti povazujeme za doélezité upozornit na dva
nespravne sposoby chapania signifikancie, ktorymi sa niekedy implicitne ponima. Statisticka
vyznamnost’ vysledku ndm v zdklade nehovori o nejakej praktickej vyznamnosti vysledku —
predstavme si vyskum, do ktorého sa zapojil vel'ky pocet muzov a Zien, napr. N > 300 z kazdej
skupiny. V tomto vyskume sme participantom pontkli parené buchty (bol dostatok pre
kazdého) a zistili sme, Ze muzi zjedia v priemere 4,3 parenej buchty, zatial’ o Zeny 4,2 parenej
buchty. Prostrednictvom Statistickej analyzy, ktor priblizZime v inej Casti ucebnice, by sme
zistili, Ze muzi zjedia o jednu desatinu buchty viac (povedzme, ze jedno naozaj malé susto). Je
tento rozdiel velky, dolezity, prakticky vyznamny? Asi ani nie, no napriek tomu by ndim mohol
vyjst ako §tatisticky vyznamny. Statistickd vyznamnost' nam rovnako nehovori o tom, aka je
pravdepodobnost’ ziskat’ dany vysledok v populacii — t.j. nevieme povedat’, ako pravdepodobné
je, Ze v populacii naozaj muzi zjedia v priemere o 1/10 parenej buchty viac. Vd'aka Statisticke;j
vyznamnosti vieme Vv podstate len to, ako vel'mi pravdepodobné je pri pocte naSich
respondentov ziskat hodnotu koeficientu, ktort sme ziskali, ak v populdcii plati nulova
hypotéza. Pokial je ta pravdepodobnost’ velmi nizka, nase uvaZzovanie pokracuje d’alej — urcCite
plati nulova hypotéza, ak je takto nizka pravdepodobnost’ ziskat’ takito hodnotu koeficientu?
V ramci takéhoto uvaZzovania sme pomerne asertivny a nepochybujeme o sebe, ale o platnosti
nulovej hypotézy. Hovorime, ze nulovu hypotézu zamietame, no mozno lepSie povedané,
spochybnujeme jej platnost’ a prijimame nasu alternativnu hypotézu, v ktorej sme predpokladali
suvis medzi premennymi. Naopak, ak je vysoka pravdepodobnost’ ziskat’ nami zistent nenulov
hodnotu koeficientu pri platnosti nulovej hypotézy, nepochybujeme o jej platnosti a zamietame
naSu alternativnu hypotézu, v ktorej sme predpokladali stivis medzi premennymi.

Co znamena mal pravdepodobnost’? Kol’ko je to? Takéto hodnota sa vola hladina vyznamnosti
alfa. Konvenéne zauzivanou hodnotou je 5 %, ale pouZzivaju sa aj prisnejSie hodnoty ako 1 %
¢i 0,1 %. Urcite ste sa uz niekedy stretli s tabulkou, v ktorej bola informéacia p < 0,05, alebo p
< 0,01, alebo p < 0,001, ¢o znamen4, Ze vysledky boli signifikantné na trovni 5 %, 1 % alebo
0,1 %, ateda nasvedCovali, ze autori vyskumu pochybovali o platnosti nulovej hypotézy
a prijimali stanovené alternativne hypotézy (vlastné predpoklady).
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5.2 Alternativne hypotézy

V predchadzajucej Casti sme spomenuli alternativne hypotézy. Ide o hypotézy, ktoré hovoria o
pritomnosti nieCoho a su v protismere nulovej hypotézy. Pri kazdej jednej analyze si ukdzeme,
akym spdsobom mdzeme formulovat’ hypotézy, preto v tejto Casti len kratko spomenieme dva
druhy alternativnych hypotéz: dvojstrannd/dvojsmerné a jednostrannd/jednosmernéd hypotéza.
Dvojstrannd/dvojsmerna hypotéza (angl. two-tailed hypothesis) je hypotéza, v ktorej len
vyjadrujeme predpoklad existencie suvisu medzi premennymi — napriklad predpokladame, ze
existuje korelacia medzi premennymi alebo ze sa porovnavané skupiny liSia. Pri
jednostrannej/jednosmernej hypotéze (angl. one-tailed hypothesis) nepredpokladame len suvis
medzi premennymi, no blizsie ho Specifikujeme — napriklad predpokladame pozitivnu korelaciu
medzi premennymi alebo ofakavame, ktord z porovnavanych skupin ma vysSiu hodnotu.
Rozdiel medzi tymito hypotézami tkvie najmi vo vypocte Statistickej vyznamnosti. Vratme sa
k prikladu ohladom porovnania skonzumovanych parenych buchiet u muzov aZien. Ak
predpokladéme, Ze je rozdiel v mnozstve zjedenych buchiet medzi muzmi a Zenami, stanovili
sme si dvojstrannu hypotézu. D4 sa povedat’, Ze to hrame na obe strany — je ndm ,,jedno* (nie
naozaj), ¢i su to muzi alebo zeny, kto zje viac buchiet. Nulova hypotéza by tvrdila, Ze nie je
rozdiel. Ak bude rozdiel pri naSom pocte participantov dostato¢ne velky, ziskame hodnotu
Statistickej vyznamnosti, ktora je niz§ia ako alfa (konvencne 5 %), ¢im pochybujeme o platnosti
nulovej hypotézy, ateda prijimame naSu alternativnu hypotézu. V takomto pripade vsak
rozdel'ujeme nami zvolenych 5 % na obe strany, a preto vysledok bude signifikantny, iba ak ide
o hodnoty koeficientu menej pravdepodobné ako 2,5 % z kazdej strany. Ak by sme stanovili
jednosmernt hypotézu, napr. Ze muzi zjedia viac ako Zeny, nulova hypotéza by stale tvrdila
opak, v tomto pripade by to ale bolo, ze ,,muzi nezjedia viac* — ¢o zahia aj pripad, ked’ Zeny
zjedia viac. Ak by sme zistili, ze Zeny zjedia o dost’ viac ako muzi (je tam rozdiel), Statisticka
vyznamnost’ bude pocitand s touto otdzkou na pozadi: aka je pravdepodobnost’ ziskat’ takyto
vysledok v naSom subore, ak v populédcii nema byt rozdiel alebo Zeny zjedia viac? Ak ste
pozorne Citali, pravdepodobnost” bude velmi vysoka (bliziaca sa 100 %), ked'Ze nulova
hypotéza zahfna aj tento jav. Z hl'adiska NHST by sme tvrdili, Zze nepochybujeme o nulove;j
hypotéze. Ale ved ten rozdiel tam je, nie? Ano je, no v opaénom smere ako sme ocakavali,
preto sa tym d’alej nezaoberame. Ak by sme mali stanoveni dvojsmernt hypotézu, mohli sme
potencialne ziskat’ signifikantny vysledok. Z nasho pohl'adu je to vel'mi tvrdé zatvaranie si oci
pred nie¢im. Ano, musime zamietnut' nasu alternativnu hypotézu, ale aspon v diskusii sa
modzeme vyjadrit’, Ze tento rozdiel medzi skupinami (¢i vSeobecne suvis medzi premennymi)
tam je, len v opa¢nom smere. Z tohto dovodu niektori autori (napr. Field, 2018) pri pojednani
o tejto problematike navrhuji pouzivanie dvojsmernych hypotéz. Vyhodou jednosmernej
hypotézy je, Ze celil nasu hladinu vyznamnosti venujeme len na jednu stranu, a teda pokial
vysledok bude v smere ndsho ocakdvania, moze byt signifikantny aj pri nizSej hodnote
koeficientu, kedze nas zaujima 5 % najextrémnejSich hodndt v porovnani s 2,5 % pri
dvojsmernej hypotéze. Ktory typ alternativnej hypotézy si vyberiete, je na vas. Pri korelaciach
si ukazeme, ze overenie jednosmernej hypotézy je v podstate rovnaké ako dvojsmernej, no 1isi
sa vypocet Statistickej vyznamnosti vysledku. Detailnejsi popis ndjdete v kapitole 6.1.

5.3 Bivariacna a mutlivariacna Statisticka analyza

Existuje vel'ké mnozstvo spdsobov analyzy dat, ktoré pokryvaji Sirokll paletu vyskumnych
cielov zameranych na zistenie suvisu medzi premennymi. V zaklade ich rozdel'ujeme na dve
kategérie — bivariacné a multivariacné analyzy. Bivariatna analyza pracuje s dvomi
premennymi — zistujeme vzajomny suvis dvoch premennych. Ako uz nazov napoveda,
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multivariatnad analyza rieSi vzajomny suvis troch aviacerych premennych. Vyhodou
bivaria¢nej analyzy je jej jednoduchost’ — pre vypocet ako aj pre porozumenie. Jednoduchost’
vsak nie je na Skodu av mnohych vyskumoch bivariatnd analyza sprevadza vysledky
multivariacnej analyzy, ktord je zlozitejSia pre vypocet ako aj porozumenie, no dokéaze
komplexnejsie uchopit’ skiimant problematiku. Prikladom multivariacnej analyzy mdze byt
analyza kovariance, viacnasobna regresna analyza, exploratorna faktorova analyza a mnozstvo
inych... V tejto ucebnici sa budeme venovat’ len bivariacnej analyze a to konkrétne:

e vztah medzi dvomi premennymi - korelacia

e porovnavanie dvoch skupin

e porovnavanie dvoch merani

e porovnavanie troch a viacerych skupin

e chi-kvadrat teste pre sivis dvoch nomindlnych premennych

Pod’me na to!

5.4 Vzdialené hodnoty

Pre zabezpecenie spolahlivejSich vysledkov je potrebné, aby sme sa pozreli na premenné aj
z hl'adiska vzdialenych hodnét. Pri korelacnej analyze ale aj porovnavacich testoch, ktoré
pracuju s kontinudlnymi premennymi, sa stretneme s pojmami parametrické a neparametrické
testy. V kvantitativnych vyskumoch, ktoré pracuju s vyskumnymi subormi rddovo v stovkach
participantov, sa najcastejSie vyuzivaju parametrické testy. Tieto testy pri vypocte koeficientu
vyuzivaju priemer a Standardni odchylku. Ako sme uz v ¢asti o mierach polohy a variability
nacrtli, tieto ukazovatele st citlivé v pripade pritomnosti vzdialenych hodnét alebo narusenia
normalnej distribucie hodn6t premenne;.

Vzdialené hodnoty su hodnoty premenne;j, ktoré su vyrazne vzdialené od ostatnych hodnét, t.j.
hodnoty, ktoré si vyrazne vicsie alebo mensie ako vi¢sina hodnot. Co vak znamend vyrazne
vzdialené? Jeden zo spOsobov definovania je vzdialenost viacSia ako 1,5 néasobok
medzikvartilového rozpitia (IOR) od prvého kvartilu (Q7) v smere nizsie alebo vysSie od
treticho kvartilu (Q3). Podla tohto pravidla mézeme v programe jamovi najrychlejsie zistit
pritomnost’ vzdialenych hodnét prostrednictvom krabickového grafu (angl. boxplot). Ten si
modzeme jednoducho vykreslit’ pri deskriptivnej analyze, kde v €asti Plots zvolime Boxplot teda
»krabickovy graf. N4jdeme v niom vyobrazené medzikvartilové rozpdtie prostrednictvom
krabicky, v ktorej je vodorovna €iara znazoriiujuca medidn. Pod a nad krabickou ndjdeme
kolmé usecky. Spodné vyjadruje rozsah 1,5 nasobku medzikvartilového rozpitia od prvého
kvartilu nizsie (Q1 - 1,5*IQR), vrchna zas naopak, od tretieho kvartilu vyssie (Q3 + 1,5*IQR).
V pripade, ze sa v premenne] nevyskytuju vzdialené hodnoty, su tieto usecky vyjadrenim
rozsahu od minimélnej hodnoty k maximalnej. Ak sa v premennej nachadzaju vzdialené
hodnoty, buda v grafe zobrazené prostrednictvom bodov. Priklad krabi¢kového grafu pre
premennt Extraverzia zobrazuje Obrazok 5.1. Ako je mozné vidiet, v spodnej Casti grafu sa
nachadza jeden bod. Ide o hodnotu, ktora je od hodnoty prvého kvartilu vzdialend viac ako 1,5
nasobok medzikvartilového rozpitia. Co robit’ s vzdialenymi hodnotami?
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Extraverzia
(%)

Obrazok 5.1 Krabic¢kovy graf s jednou vzdialenou hodnotou

Odpoved’ na tato otdzku nie je jednoznacnd. V prvom rade musime posudit,, ¢i je tato hodnota
redlne dosiahnutel'na. Takéto posiidenie robime uz na zaciatku prace s premennymi. Pozrieme
si minimum a maximum a zhodnotime, ¢i premenné neobsahuju hodnoty, ktoré by nemali
obsahovat. Prikladom moZe byt’ vek. Ak respondenti vypiali online dotaznik, mohlo sa stat’,
ze ndhodou pretukli a uviedli vek 256 rokov. Pri takejto hodnote je jasné, Ze je nerealna.
Najlepsie je hodnotu odstranit’, a tak jeden z respondentov nebude mat’ uvedeny vek. Mdze sa
stat’, Ze sa vam do vyskumu zapoji niekto, kto nie je z vasej planovanej ciel'ovej populacie. Ak
sa zameriavate na neskori dospelost’, no zapoji sa niekto, kto ma 18 rokov, treba ho odstranit’
uplne, pretoze nespadd do vami stanovenej cielovej populacie. Inym prikladom nerealnej
hodnoty mdze byt chyba na vasej strane. Rovnako ako respondentovi, tak aj vim sa mohlo stat’,
ze ste nechtiac t'ukli do klavesnice, a prepisali ste hodnotu (na toto velky pozor!). V pripade,
ze viete dohl'adat’ origindlnu odpoved’, mdzete tak spravit’, ak nie, hodnotu vymazte. Ak su
hodnoty readlne dosiahnutel'né, postup je zlozitej$i. Musime sa rozhodnut’, ¢o s takymito
hodnotami spravit’. Jeden pohl'ad moze byt’, Ze tieto hodnoty sa mézu v populécii vyskytnat’,
a preto je otazne, ¢i mame takéto hodnoty odstranit. Na druhu stranu, parametrické testy su
citlivé na vzdialené hodnoty, a preto vysledky moézu byt tymito hodnotami posunuté. Pokial’
mame vysoky pocet respondentov a odstranenie par hodnét ,nepocitime®, moéZeme tieto
hodnoty odstranit’ alebo odfiltrovat. Pokial mame nizky pocet respondentov (napr. 20),
odstranenie zopar hodnét je citelné. V takomto pripade mézeme volit’ neparametrické testy, pre
ktoré odl'ahlé hodnoty nie st problémom a pracovat’ s celym stborom.

Pred kazdou analyzou si méZeme nastavit’ filter, tak aby sme v analyzovanych premennych
alebo skupinach vyfiltrovali vzdialené hodnoty. V jamovi na to moéZeme vyuzit' Sikovnu
zabudovanu funkciu ABSIQR(). Tato funkcia vypocita vzdialenost’ jednotlivych hodnét od
,»krabicky* v jednotkach medzikvartilového rozpitia. Ak sa hodnota v danom riadku nachadza
v rozmedzi medzikvartilového rozpétia, funkcia vrati hodnotu 0, ak sa nachadza mimo, vrati
hodnotu vzdialenosti v IQR a v absolutnej hodnote. Vd’aka tomu vieme nastavit’ odfiltrovanie
hodndt, ktorych absolutna vzdialenost’ od krabicky je vicsia ako 1,5. Ak pracujeme s viacerymi
premennymi, napriklad rieSime korelaciu medzi dvomi premennymi, zadame prikaz pre obe
premenné v jednom filtri. Nastavenie filtra pre premenné Extraverzia a Privetivost
zobrazujeme v obrazku 5.2. Ked’Ze filter ponecha hodnoty, ktoré spinajii podmienku, musime
ho nastavit’ tak, aby hodnota vratena funkciou ABSIQR bola menSia ako 1,5 (ponechdme len
hodnoty, ktoré nie su vzdialené).
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Filter 1 active | ) 4

f - = ABSIQR(Extraverzia) < 1.5 and ABSIQR(Privetivost) < -
1.

ol

Obrazok 5.2 Nastavenie filtra pre ponechanie hodnot, ktoré nie st vzdialené v premennych
Extraverzia a Privetivost’

V pripade, ked’ budeme porovnéavat’ dve alebo viac skupin, je potrebné, aby sme odfiltrovali
vzdialené hodnoty pre jednotlivé skupiny zvlast. Urcitd hodnota nemusi byt vzdialenou, ak
berieme subor ako celok, no moze byt’ vzdialenou v konkrétnej skupine. V takomto pripade si
najskor musime vytvorit' nové vypocitané premenné (Computed variable, kap. 2.3). Pri vypocte
vyuzijeme logickt funkciu /F(). Vd’aka nej vieme nastavit’, Ze novovytvorend premenna ma
obsahovat’ len hodnoty pdvodnej premennej z vybranej skupiny. Pri tejto funkcii musime
najskor zadat’ podmienku, a potom to, ¢o sa ma stat’, ak je podmienka naplnend a ak nie je
naplnend: IF([podmienka], [¢o ak je naplnend], [Co ak nie je naplnend]). Ak by sme chceli
preniest do novej premennej len hodnoty premennej Extraverzia u muzov, nastavenie bude
vyzerat’ takto: IF(pohlavie == 1, Extraverzia). V tomto pripade sme neuviedli, ¢o sa ma stat’,
ak podmienka nie je naplnend — nespravi sa ni¢, bunka v danom riadku zostane prazdna, a to
presne chceme. Potom spravime tento ukon pre druhu skupinu — vytvorime novl vypocitant
premennu, v ktorej zmenime prikaz: IF(pohlavie == 2, Extraverzia). Pri nastavovani prikazu si

mdZete pomdct’ a ndzvy premennych vloZit' cez tlagidlo . V naSom pripade sme si vytvorili
dve premenné, ,,Extraverzia muzi®, ktora nesie hodnoty u muzov a ,,Extraverzia zeny*, ktora
nesie hodnoty u zien. Nasledne mozeme nastavit’ filter s funkciou ABSIQR() pre obe premenné.
Priklad uvadzame v Obrazku 5.3. Nezabudnite, Ze takto vytvorené premenné nam sluzia len pre
nastavenie filtra a pri analyze uz budeme pracovat’ s originalnou premennou.

Filter 1 active | X
£ = ABSIQR( Extraverzia muZi™) <
ABSIQR( Extraverzia Zeny™) 1.

1.5 and <=

5

Obrazok 5.3 Nastavenie filtra pre ponechanie hodnot, ktoré nie su vzdialené v premennej
Extraverzia, samostatne pre muzov a zeny

Po nastaveni sa vyfiltruja respondenti, ktori mali vzhl'adom na ich skupinu odl'ahli hodnotu
v danej premennej. Ak si date znovu vykreslit’ krabiCkovy graf, moze sa stat’, ze pribudnti nové
hodnoty, ktoré su oznacené bodom, teda su vzdialené. Odstranenim niektorych hodnot sa
zmenili pomery v ditach a moze sa stat, Ze hodnoty, ktoré povodne neboli vzdialené sa po
odfiltrovani stanti odlahlymi. V takomto pripade uz neopakujeme cistenie a pracujeme so
suborom tak, ako je, t.j. ¢istenie premennych od odl'ahlych hodnot robime len raz.

Pri rieSeni odl'ahlych hodndt mozete vopred identifikovat’ takéto hodnoty pre vSetky analyzy,
ktoré budete robit a odstranit’ respondentov ako takych. Ziskate tak finalny stibor respondentov,
s ktorym budete robit’ d’alSie analyzy. Na druht stranu, najmé v pripade vac¢Sieho poctu hypotéz
a premennych vstupujucich do analyz, tak mozete prist o vacsi pocet respondentov.
Domnievame sa, ze ak ma respondent odl’'ahlti hodnotu pri jednej z viacerych premennych, je
zbyto€né odstranit’ ho zo stiboru. Ideélnejsie je pred kazdou analyzou samostatne analyzovat’
vzdialené¢ hodnoty v konkrétnych premennych, vyfiltrovat' ich a pokracovat’ analyzou. Po
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dokonceni hlavnej analyzy (napr. po overeni hypotézy), nezabudnite filter vymazat, pripadne
ho prerobte pre ucely d’alSej analyzy.

Znovu vsak opakujeme, ze problematika odstraiiovania vzdialenych hodnét, najmé v socialno-
psychologickom vyskume, je komplikovana. Prikladom je uz prave spomenuta osoba s vel'mi
nizkou mierou extraverzie (Obrazok 5.1). Na jednu stranu by sme mohli tito osobu pri praci s
premennou Extraverzia vyfiltrovat’, pretoze je vzdialend, no rovnako moézeme viest’ polemiku,
Ze tato osoba nie je nerealna a naozaj v populdacii existuju l'udia s vel'mi nizkou extraverziou.
Co ak by sme mali omnoho vy3§i podet respondentov v naom vyskume? Ak by sme pracovali
nie v stovkach, ale tisicoch ¢i desat’tisicoch, je mozné, Ze by tato hodnota bola frekventovanejsia
a nebola by vzdialenou. Vyfiltrovanim tejto osoby tak odstranime niekoho, kto reprezentuje
populéciu. Pre ucely d’alSich vypoctov pracujeme v tejto ucebnici so vSetkymi respondentmi —
neodstraiiujeme vzdialené hodnoty.

5.5 Testovanie normality distribucie premenne;j

Po odstraneni odlahlych hodndt pokraujeme Pre posudenie, ¢i je premenna norméalne
distribuovana, mozeme zvolit’ viacer¢ Statistické testy. Jeden z nich, Shapiro-Wilkov, je priamo
implementovany v programe jamovi. Tento test ndm, podobne ako iné inferen¢né Statistické
testy, vrati koeficient, ktory vSak neinterpretujeme, no sledujeme jeho Statisticki vyznamnost'.
Nulovéa hypotéza tohto testu je, Ze premenna je v populdcii normalne distribuovana. Vypocitana
hodnota Statistickej vyznamnosti ndm teda hovori, aka je pravdepodobnost’ ziskat’ distribuciu,
ktori mame my, pri naSom pocte respondentov, v pripade ze plati nulovd hypotéza. Ak je
hodnota signifikancie nizka (p < 0,05), berieme to tak, Ze nulova hypotéza neplati a premenné
nie je normalne distribuovana. Takéto zhodnotenie je problematické. Dovod sme si uz
spomenuli: vypocet signifikancie je zavisly aj od poctu respondentov, na ktorych je analyza
uskuto¢nena. Cim je pocet vyssi, tym nizsia hodnota $tatistickej vyznamnosti ndm vyjde. Pokial
mame vysoky pocet respondentov, moze sa stat’, Ze aj pri dostato€ne normalne distribuovane;j
premennej ziskame Statisticky vyznamny vysledok a mali by sme volit’ neparametricky test.
Naopak, ak mame vel'mi nizky pocet respondentov, Shapiro-Wilkov test mdze vyjst
nesignifikantny napriek tomu, Ze distribucia testovanej premennej nie je idealna pre pouzitie
parametrického testu. Z tohto doévodu je vhodné na normalitu distriblicie nahliadat
komplexnejSie prostrednictvom viacerych dokazov. Osobne sa najviac priklaname
k hodnoteniu tzv. quantile-quantile grafov, ktoré sa zauzivané nazyvaju Q-Q grafy ¢i anglicky
0-0 plots, no mézeme sa zamerat’ aj na hodnoty sikmosti (angl. skewness) a Spicatosti (angl.
kurtosis), ktoré nas informuju o povahe distribucie, alebo si distribliciu mézeme nechat
graficky zobrazit’ prostrednictvom histogramu.

Spdsob, akym su hodnoty premennej distribuované, vieme c¢iselne vyjadrit’ prostrednictvom
spomenutych koeficientov §ikmosti a $picatosti. Sikmost’ nam hovori o tom, ¢i su hodnoty
rovnomerne distribuované z oboch stran, od minimalnej hodnoty k priemeru a od priemeru
k maximalnej hodnote. Spicatost nam jednoducho vypoveda o tom, aky je rozdiel v hustote
najcastejsie zastupenych hodndt v porovnani s ostatnymi menej zastipenymi hodnotami, inak
povedané o hrubke krajov (chvostov) distribtcie. Pri posudzovani normality distribucie sa
primarne zameriavame na Sikmost’, no idealne je, aby oba koeficienty boli ¢o najblizsie k nule,
idealne medzi -0,5 a 0,5, no akceptovateI'né je aj rozmedzie -1 az 1.

Prakticky si ukdzeme zhodnotenie normalnej distribacie pri premennych, s ktorymi budeme
neskor pracovat’ pri korelacnej analyze. V jamovi si kartu Analyses zvolime moZnost
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Exploration a d’alej Descriptives. Nastavenie tejto analyzy sme preberali v Casti o deskriptivnej
analyze. Teraz sa zameriame na Sikmost, Spicatost’ distriblicie, overenie normality
prostrednictvom Shapiro-Wilkovho testu a v ¢asti Plots si zapneme Histogram, Density a O-Q.
Zapneme si tiez moznost’ IV, aby sme zistili pocet respondentov, ktori vstupuju do analyzy. Pre
prehl’'adnost’ vysledkov sme zatial’ ostatné moznosti vypli. Do okienka Variables si prenesieme
premenné, ktoré chceme analyzovat’ a ziskame pozadované vysledky. Nastavenie pre tento
priklad zobrazujeme v Obrazku 5.4.
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Obrazok 5.4 Nastavenie analyzy pre posudenie normality distribucie premennej
Ziskame tabulku, v ktorej buda vysledky pre kazd premennu (Obrazok 5.5).

Descriptives

Extraverzia  Privetivost
N 281 281
Missing 0 0
Skewness 0.11 -0.10
Std. error skewness 0.15 0.15
Kurtosis 0.10 -0.25
Std. error kurtosis 0.29 0.29
Shapiro-Wilk W 0.99 0.99
Shapiro-Wilk p 0.043 0.037

Obrazok 5.5 Vysledok analyzy Sikmosti, strmosti a Shapiro-Wilkovho testu

Postupne zhodnotime Sikmost’, strmost’ a signifikanciu Shapiro-Wilkovho testu. Pri premenne;
Extraverzia sme zistili hodnotu Sikmosti 0,11 a hodnotu Spicatosti -0,10. Obe tieto hodnoty su
pomerne blizke nule a nachadzaji sa v spomenutom pasme -0,5 az 0,5. Podobne je tomu aj
v pripade premennej Privetivost. Pri Shapiro-Wilkovom teste sa zameriavame na hodnotu
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signifikancie, ktora sa zauZivane oznacuje ako p. Ako sme v uvode tejto podkapitoly spomenuli,
ak ziskame hodnotu nizsiu ako 0,05, pochybujeme o tom, ze je dodrzand normalna distribucia
premennej. Pri oboch premennych je tato hodnota nizsia ako 0,05. Ak by sme vyvodili zaver
len na zaklade tohto ukazovatela, prisli by sme k zaveru, ze normdlna distribucie nie je
dodrzana avolili by sme neparametricky test. AvSak hodnota signifikancie moze byt
zapriCinend nie tak problematickou distribuciou hodndt tejto premennej ale vysokym poctom
respondentov (N = 281), ktori vstupuji do tejto analyzy. Test je ,.citlivy™ aj na prakticky
zanedbateI'ny rozdiel od normalnej distribucie, preto vyjde Statisticky vyznamny pri p < 0,05.
Distribuciu hodndt premennych mame graficky vyobrazent prostrednictvom histogramov
s vykreslenou krivkou hustoty dat. Tieto grafy zobrazujeme v Obrazku 5.6.

e

density
density

2 3 4 5 2 3 4 5

Extraverzia Privetivost'

Obrazok 5.6 Histogram pre vybrané premenné

Histogram nam zobrazuje frekvenciu skupin susediacich hodnét. Ako na prvy pohl'ad vidime,
krivky pri jednotlivych premennych sa velmi nepodobajii na Gausovu krivku normalnej
distribucie (Obrazok 3.1). Napriek tomu vidime podobny trend. Hodnoty okolo priemeru s
zastlipené najcastejSie a ¢im d’alej od priemeru ideme, tym klesd frekvencia vyskytu tychto
hodnét. Tento trend je pomerne dobre viditeny pri premennej Extraverzia. Pri premennej
Privetivost’ je SirSie pdsmo hodnot, ktoré maji vel'mi podobnu frekvenciu vyskytu. Histogram
je Sikovny pomocnik pre zndzornenie distribiicie hodndt, avSak pre postdenie normality
distribucie je napomocnejsi Q-Q graf. Tieto grafy obsahujt priamku, ktord vyjadruje normélnu
distribuciu a jednotlivé body (krazky) znézoriiuji hodnoty jednotlivych respondentov.
Postdenie tychto grafov je naozaj jednoduché. Pravidlom je, aby skoro vsetky body boli
pretnuté priamkou, pripadne leZali v jej tesnej blizkosti. Grafy pre obe premenné zobrazujeme
v Obréazku 5.7. Ako je mozn¢ vidiet’, naozaj viacSina tychto bodov je pretnutd priamkou. V praxi
sa mozete stretnit’ s tym, Zze na zaciatku a konci moézu byt niektoré body vzdialenejSie od
priamky, avSak pokial ich je len zopar, nie je to problém. Problém je v pripade, Ze sa viaceré
body vzd’al'uji od priamky a vznika tak obly rad, mézeme ho nazvat ,,bruskom*, pripadne sa
okolo priamky tvori z tychto bodov krivka, ktora sa striedavo z jednej a druhej strany vzd’al'uje
od priamky. Pokial je tento odklon graficky vyrazny, moézeme zvazit pouZitie
neparametrickeho testu.
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Extraverzia Privetivost’
Obrazok 5.7 Q-Q grafy pre vybrané premenné

Aky je teda zaver? Statisticky vyznamny Shapiro-Wilkov test naznaduje, ze data nie su
normalne distribuované, avSak tento vysledok moze byt sposobeny vysokym poctom
respondentov. Dokazy zalozené na hodnote Sikmosti v spojitosti so zhodnotenim Q-Q grafov
poukazuji na to, Ze moézeme pouzit’ parametricky test.

Takéto posudenie robime aj v pripade porovnavania dvoch alebo viacerych skupin, ktorym sa
budeme venovat v kapitole 7. Pri tychto testoch vSak posudzujeme normalitu testovanej
premennej samostatne v jednotlivych skupindch. Staci, ak pri analyze vlozime do okienka Split
by premennt, ktora definuje porovnavané skupiny.
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6. Korela¢na analyza

Korelacna analyza sluzi pre zistovanie vztahov medzi dvomi premennymi meranymi na
kontinualnej, pripadne ordinalnej urovni. Je asi najcastejSie vyuzivanou analyzou, ¢i uz
v zavereCnych pracach alebo kvantitativnych vyskumnych Stadiach. Korelaéni analyzu
pouzivame v pripade, ak oCakdvame, Ze s narastajucou hodnotou jednej premennej bude
narastat’ alebo klesat’ hodnota druhej premennej. Vysledkom korelacnej analyzy je korelacny
koeficient a jeho Statistickd vyznamnost’. Korela¢ny koeficient vyjadruje tesnost’ vzt'ahu dvoch
premennych, no castejSie je pouzivané vyjadrenie sila vztahu. NajCastejSie pouzivanym
korelacnym koeficientom je Pearsonov, no pouziva sa aj Spearmanov a Kendalov korela¢ny
koeficient. Vyber koeficientu suvisi s povahou premennych. Pearsonov korela¢ny koeficient je
parametricky. Predpokladom pre pouzitie tohto koeficientu je normélna distribcia oboch
premennych, ktoré ddvame do vztahu ako aj to, Ze obe premenné maju byt merané na
kontinudlnej Grovni. V pripade, e jedna alebo obe premenné nespinaji podmienku normalne;j
distribucie alebo kontinudlnej irovne merania, pouzivame neparametrické koeficienty —
Spearmanov alebo Kendalov. Pokial predpokladdme normalnu distribiiciu meranych
kontinualnych premennych v populacii a mame dostatoéne velky pocet lI'udi, na ktorych
analyzu uskutociujeme (napr. viac ako 100), mézeme si vyber zjednodusit’ a pouzit’ Pearsonov
korelacny koeficient. V takomto pripade je vysokd pravdepodobnost, ze nase data su
dostato¢ne podobné normalnej distribticii. Pokial mame jednu alebo obe premenné merané na
ordindlnej Urovni, alebo sa ndm nepotvrdila normdlna distribucia pouzitych premennych,
pripadne mame nizky pocet 'udi vstupujicich do analyzy (napr. menej ako 30), vyberieme
neparametricky korelacny koeficient. Teraz si ukdZeme, ako by mali vyzerat’ hypotézy tykajice
sa korelécii, ako ich Statisticky vyhodnotit’ a ako vysledky zapisat’ a interpretovat’.

Vo vSeobecnosti stanovujeme hypotézu ako predpoklad o pritomnosti Statisticky vyznamného
vztahu:

H: Predpokladame Statisticky vyznamny vztah medzi X a'Y.

Pri stanoveni hypotézy m6Zeme no nemusime pouZivat’ explicitné vyjadrenie predpokladania,
¢ize hypotéza moze zniet’ aj:

H: Existuje Statisticky vyznamny vzt'ah medzi X a Y.
Délezité je, aby sme explicitne zapisali, ¢o ocakdvame a medzi ktorymi premennymi.
Nulova hypotéza v tomto pripade hovori o nepritomnosti vztahu a jej znenie by bolo:

Ho: Neexistuje vztah medzi X a Y.

V oboch pripadoch sme stanovili dvojsmernti hypotézu. Ako sme v predchadzajlicej Casti
uviedli, pri jednosmernej hypotéze je Specifikovany aj smer vzt'ahu. Pokial’ o¢akdvame priamu
umeru, teda Ze so zvySujicou sa hodnotou jednej premennej sa zvysSuje hodnota druhej
premennej, mdze naSu hypotézu zapisat’ takto:

H: Predpokladame Statisticky vyznamny pozitivny vztah medzi X a Y.
Nulové hypotéza ma v tomto pripade znenie:

HO: X a Y nemaju medzi sebou pozitivny vztah.
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V pripade nepriamej imery, teda ze so zvySujicou sa hodnotou jednej premennej klesa hodnota
druhej premennej, uvadzame negativny:

H: Predpokladame Statisticky vyznamny negativny vztah medzi X a Y.
Nulova hypotéza ma v tomto pripade znenie:
HO: X a Y nemaji medzi sebou negativny vztah.

Pre prakticka ukdzku zamenime X a Y za nieco Specifické a ukdzeme si ako takéto hypotézy
analyzovat’ a interpretovat’. Vo vaSich zavereCnych pracach nezabudajte na to, ze hypotézy
maju byt pri ich formulacii odovodnené. Vase hypotézy uvadzate vo vyskumnej Casti prace
amali by nasledovat’ za vyskumnym problémom a ciel'mi. Pokuste sa pri ich formulécii
explicitne pripomenut’ Citatel'ovi, na zaklade ¢oho mate také ocakavanie. Pre ukazku v tejto
ucebnici v§ak uvadzame len hypotézy, ktoré si nasledne vyhodnotime.

H1: Predpokladdme Statisticky vyznamny vztah medzi extraverziou a prezivanym
Stastim.

H2: Privetivost a prezivané S§tastie budi spolu Statisticky vyznamne, pozitivne
korelovat’.

H3: Predpokladame, Ze negativna emocionalita bude Statisticky vyznamne, negativne
korelovat’ s prezivanym $t'astim.

H4: Najvyssie dosiahnuté vzdelanie bude Statisticky vyznamne a pozitivne stvisiet' so
svedomitost'ou.

Ako ste si mohli v§Simnut’, prva hypotéza je dvojsmernd a ostatné su jednosmerné. Ak chceme
analyzovat’ data a potvrdit’ ¢i vyvratit nami stanovené, meritdrne/alternativne hypotézy,
musime najskor zvolit’ vhodny korela¢ny koeficient. V pripade prvych troch hypotéz pracujeme
s premennymi, ktoré su kontinudlne. Vzhl'adom na pocet respondentov v naSom datovom
subore a na fakt, Ze tieto premenné by mali byt’ v nasej ciel'ovej populacii priblizne normalne
distribuované, mohli by sme zvolit' Pearsonov korela¢ny koeficient. Pri poslednej hypotéze
pracujeme aj s ordinalnou premennou, preto by bolo vhodné pouzit’ Spearmanov korelacny
koeficient. Ak chceme pristapit’ k vyberu koeficientu zodpovednejSie, mali by sme zhodnotit’
normalnu distribuciu tychto premennych (podkapitola 5.5).

6.1 Korela¢na analyza v programe jamovi

Korelaént analyzu v jamovi ndjdeme v zélozke Analyses, kde zvolime moZnost’ Regression
a Correlation Matrix. Zakladné okno obsahuje dve okienka. Ako zvycajne, v jednom najdeme
premenné v nasom subore a do druhého okienka presunieme premenné, medzi ktorymi chceme
zistovat’ vztah. Ikonky v rohu tohto okienka poukazuju na to, ze mézeme vkladat’ kontinualne
a ordindlne premenné. Pod tymito okienkami najdeme d’alSie nastavenia, ktoré zobrazujeme
v Obrazku 6.1.
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Correlation Coefficients Additional Options

Pearson Report significance
E] Spearman [:] Flag significant correlations
D Kendall's tau-b E] N
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Obrazok 6.1 Zakladné nastavenie pri korelacnej analyze

V casti Correlation Coefficients volime korela¢ny koeficient, pricom mozeme zvolit’ aj viacero
naraz. V tejto ucebnici budeme pracovat’ s Pearsonovym a Spearmanovym korelaénym
koeficientom. V d’alSej Casti Hypothesis nastavujeme nase ocakdvanie ohladom vztahu.
Moznost’ Correlated vyjadruje dvojstrannii hypotézu — ocakdvame len vztah bez urcenia
smeru. Daldie dve moznosti Correlated positively a Correlated negatively vyjadrujt
jednostranntl hypotézu, oakavanie pozitivnej alebo negativnej koreldcie. Toto nastavenie ma
za ciel’ ul'ahcenie vypoctu Statistickej vyznamnosti vysledku. Vyskytuje sa aj pri niektorych
d’al$ich bivariacnych testoch. V praxi vSak niekedy Studentom skor komplikuje situaciu ako
pomaha.

Prvy problém je v nepozornosti — pokial’ overujeme viacero hypotéz, ktoré maji rozne smery,
moze sa stat’, Ze ponechdme nespravne nastavenie. Vysvetlime, preco je to problém. V pripade,
7ze by sme pri overeni hypotézy o pritomnosti negativnej korelacie medzi premennymi
ponechali nastavenie Correlated positively, vyznamnost vysledku by bola pocitand pre
alternativnu hypotézu v opacnom smere, ako sme mienili. Vypocitana sila vztahu bude rovnaka
pri vSetkych nastaveniach, 1iSit’ sa bude hodnota Statistickej vyznamnosti.

Povedzme, Ze by bol vzt'ah medzi premennymi -0,30 — neskor uvadzame, Ze ide o stredne silny
negativny vztah. V tomto hypotetickom priklade ndm pri nastaveni Correlated (dvojsmerna
hypotéza) vyjde hodnota signifikancie nizSia ako 0,001. Ak by sme chceli zistit’ hodnotu
signifikancie pre jednosmerny test, staci tuto hodnotu vydelit dvomi, ¢im sa rovnako
dopracujeme k zaokrthlenej hodnote p < 0,001. Tato hodnotu ziskame aj pri nastaveni
Correlated negatively. Ziskali by sme teda Statisticky vyznamny vysledok a naSu hypotézu
potvrdili.

Ak by sme nespravne nastavili Correlated positively, ziskana hodnota by bola po zaokrthleni
p = 1, ¢o je rozhodne viac ako 0,05, preto by sme pri nekritickom hodnoteni vysledku
konStatovali Statisticky nevyznamny vysledok a naSu hypotézu nespravne nepotvrdili. MoZno
sa pytate ,,preco?* Pripomenime si informdcie, ktoré sme uviedli v kapitolach 5.1 a 5.2.
Vysledok dvojsmerného testu signifikancie nam povie, aka je pravdepodobnost’ ziskat’ takuto
korelaciu pri naSich datach, ak by v populécii korelacia nemala byt — pravdepodobnost’ je teda
menej ako 0,1 % (p < 0,001). Pri sprdvnom nastaveni pre tento priklad (Correlated negatively)
nam signifikancia povie, aka je pravdepodobnost’ ziskat’ takato hodnotu pri platnosti nulovej
hypotézy ,,vzt'ah nie je negativny* — a opat’, tato pravdepodobnost’ je menej ako 0,1 % (p <
0,001). Nespravne nastavenie (Correlated positively) nam da vysledok, aka je pravdepodobnost’
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ziskat’ taktito hodnotu, ak v populacii ,,vzt'ah nie je pozitivny* — hodnota -0,30 rozhodne nie je
pozitivna, a preto je pravdepodobnost’ blizka 100 % (p = 1).

Druhy problém nastava v ojedinelej situécii, ked’ sme si stanovili jednosmernt hypotézu, napr.
predpokladali sme negativny vzt'ah, no ,,z nejakého* dovodu je realita opacnd a vztah medzi
premennymi je pozitivny (a ma aj svoju vecni vyznamnost’). Upozoriiujeme, Ze sme nespravili
metodologicku chybu alebo nespravne vypolty — proste vztah medzi premennymi je v
populécii opacny, ako sme ocakavali. V takomto pripade by ndm opét’ pri jednosmernom teste
signifikancie (Correlated negatively) vysla signifikancia p > 0,05, pricom hypotéza by sa nam
nepotvrdila. Problém vSak nastdva pri d’alSej interpretacii vztahu. Ak by sme zostali pri
jednosmernom testovani, mohlo by nam ujst’ dolezité zistenie, ze sice sa hypotéza nepotvrdila
a vztah nie je negativny, no prave naopak — je pozitivny a k tomu Statisticky vyznamny (p <
0,05) z hl'adiska dvojsmerného testu signifikancie. Z tohto dovodu odporucame pri overovani
jednosmernej hypotézy zacat’ dvojsmernym testom a ak je vysledok v smere hypotézy (napr.
hypotéza o negativnom vztahu a identifikovany negativny vzt'ah), prepnit’ na jednosmerny
test. Ak by vysledok bol vopacnom smere (napr. hypotéza o negativnom vztahu a
identifikovany pozitivny vztah), ponechat’ a reportovat signifikanciu pre dvojsmernt
hypotézu. Pre lepsi prehl'ad uvadzame nasledujtci diagram.

)
Dvojsmerna Dvojsmernytest Zhodnotenie
hypotéza signifikancie vysledku
S —— \
) ) . Je vysledok v Ni .
Jednosmerna Dvojsmernytest Y s e Zhodnotenie
hypotéza signifikancie ocakavanom vysledku
P . y smere? ) .
Ano

Jednosmerny Zhodnotenie
test signifikancie vysledku

\

V Casti Additional Options moZeme zvolit’ d’alSie informécie, ktoré chceme zobrazit'. V zaklade
zvolené Report significance vyjadruje, ze chceme mat uvedeni hodnotu Statistickej
vyznamnosti — ano chceme, je to pre nas dolezita informdcia. Flag significant correlations nam
prostrednictvom hviezdi€iek oznaci hodnoty korelacnych koeficientov, ktoré su signifikantné
na urovni p < 0,05 (*), p < 0,01 (**)ap <0,001 (***). Je to praktické v pripade, Ze sme naraz
zvolili viacero premennych, kedy ndm jamovi automaticky vypocita vzajomné vzt'ahy medzi
vSetkymi zvolenymi premennymi. V pripade dvoch premennych ide o jednu korelaciu.
V pripade 5 premennych uz ziskame 10 korelacnych koeficientov a hodi sa nam aj takéto
zvyraznenie. Ak zvolime N, ziskame informaciu o pocte l'udi, na ktorych bola analyza
vykonana. Tato informacia sa zide najmi v pripade, ze niektori respondenti maji chybajice
udaje alebo mate nastavené nejaké filtrovanie dat (napr. odstranené vzdialené hodnoty).
Moznost’ Confidence intervals ndm vypocita konfiden¢né intervaly korelaénych koeficientov,
toto je vSak téma nad ramec tejto ucebnice. V poslednej Casti Plots si méZeme nechat’ graficky
znazornit' korelaénii maticu. Takéto grafické zndzornenie vSak v zavereénych pracach
neuvadzame a nebudeme sa mu ani venovat’.
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Prakticky si ukdzeme overenie hypotézy H1. V pripade oboch premennych sme potvrdili
normalnu distribuciu premennych, preto volime Pearsonov korela¢ny koeficient ». Otvorime si
korela¢nu analyzu a do okienka presunieme premennt Extraverzia a SHS priemer. Nastavenie
Hypothesis nechame na Correlated, ked'Ze ide o dvojsmernu hypotézu. Vysledok, ktory sa ndm
zobrazi, najdete v Obrazku 6.2.

Correlation Matrix

Extraverzia SHS_priemer

Extraverzia Pearson's r —
df —
p-value —

N —

SHS_priemer Pearson'sr 0.48 —
df 279 —
p-value <.001 —
N 281 —

Obrazok 6.2 Vysledok korelacnej analyzy pre H1

Vysledok pre zhodnotenie prvej hypotézy mame uz zobrazeny v Obrazku 6.2. V prvom rade
sledujeme hodnotu $tatistickej vyznamnosti p-value. V tomto pripade sme zistili, ze p < 0,001
(ak by sme zmenili nastavenia, mdzeme sa dozvediet’ aj konkrétnejSiu hodnotu, v tomto pripade
je hodnota p dokonca mensia ako jedna miliéntina). Uplne nam viak postaduje informécia,
ktord mame v zaklade. Co vd’aka tomu vieme? Naga alternativna hypotéza hovori o pritomnosti
vzt'ahu medzi extraverziou a prezivanym S$tastim. Nulové hypotéza v tomto pripade hovori, Ze
v populacii tento vztah nie je — korelany koeficient by mal byt rovny 0. Hodnota Statisticke;j
vyznamnosti ndm hovori otom, akd je pravdepodobnost’ ziskat hodnotu korelaéného
koeficientu 0,48, pri 281 respondentoch, ak v populdcii nie je vztah medzi premennymi.
Hodnota Statistickej vyznamnosti je niZSia ako konven¢ne prijimana hodnota 0,05, dokonca
vyrazne niz$ia. Takto nizka pravdepodobnost’ (p < 0,001, t.j. menej ako 0,1 %) nés vedie
k pochybovaniu o platnosti nulovej hypotézy a k presvedceniu, ze nami stanovena hypotéza
plati, tj. vpopulacii existuje vztah medzi tymito dvomi premennymi. Tento systém je
prakticky rovnaky pre vSetky alternativne hypotézy tykajuce sa korelacii. V pripade
jednosmernych hypotéz vSak nulova hypotéza zahfna aj opa¢ny ako nami stanoveny vztah.
Napriklad, ak ofakdvame pozitivny vztah, nulovad hypotéza zahffia nepritomnost vztahu
a akykol'vek negativny vztah. A naopak, ak oCakdvame negativny vztah, nulova hypotéza
zahffia nepritomnost’ vztahu a akykol'vek pozitivny vztah. Dajte si preto pozor na nastavenie
hypotézy (Hypothesis) v jamovi. Pri analyze si taktieZ doprajte ¢as na rozmyslanie a nemyl'te
si korelaény koeficient s jeho Statistickou vyznamnostou! NaneStastie sa neraz stalo, ze
Studenti interpretovali korelacny koeficient ako Statistickll vyznamnost’ a naopak — ich zistenia
a vSetko na to nadvézujlce je automaticky neplatné!

Tento postup pouzijeme aj pri overeni hypotéz H2 a H3. V oboch pripadoch sme zacali
dvojsmernym testom signifikancie (Correlated). Oba zistené vztahy boli v ocakdvanom smere,
takZe sme pokraCovali samostatne jednosmernym testom. V pripade H2 nastavime Correlated
positively apri H3 zas Correlated negatively. V pripade H4 volime neparametricky
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Spearmanov korelacny koeficient (jedna premenna je ordinadlna). Vysledky z programu jamovi
uvadzame v Obrazku 6.3.

Correlation Matrix

SHS_priemer  Privetivost’

SHS_priemer  Pearson's r —

df -
p-value —
N —

Privetivost Pearson's r 0.31 —
df 279 —
p-value <.001 —
N 281 —

Note. H, is positive carrelation

Caorrelation Matrix

SHS_priemer  MNegativna emocionalita

SHS_priemer Pearson's r —
df -
p-value —

N —

Negativna emocionalita Pearson's r -0.49 —
df 279 —
p-value <.001 —
N 281 —

Note. H, is negative correlation

Correlation Matrix

Svedomitost  vzdelanie

Svedomitost”  Spearman’s rho —

df —
p-value —
N _

vzdelanie Spearman’s rho 0.11 —
df 279 —
p-value 0.076 —
N 281 —

Correlation Matrix

Svedomitost’  vzdelanie

Svedomitost  Spearman'’s rho —

df -
p-value —
N _

vzdelanie Spearman’s rho 0.11 —
df 279 —
p-value 0.038 —
N 281 —

Note. H, is positive correlation
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Obrazok 6.3 Ukazka vysledkov korela¢nych analyz pre H2 az H4 v programe jamovi

Ako je na obrazku vidiet, vztah prezivaného S$tastia s privetivostou a negativnou
emocionalitou je Statisticky vyznamny, pretoze hodnota p je mensia ako 0,05 — tieto hypotézy
sa nam potvrdili. Pre zaujimavost sme v Obrazku 6.3 uviedli aj vysledok dvojsmernej
signifikancie pre hypotézu H4. Ak by tato hypotéza bola dvojsmernou, vysledok by nebol
Statisticky vyznamny, pretoze p = 0.076 je viac ako 0,05. Ked’Ze je hypotéza jednosmerna,
vysledna jednosmerna signifikancia je polovicna voci dvojsmernej p = 0.038, ¢o je menej ako
0,05 a hypotéza sa nam potvrdila.

6.2 Interpretacia a zapis vysledkov korelacnej analyzy

Z hladiska NHST je pre nds doblezitd najméd informécia o tom, ¢i pochybujeme alebo
nepochybujeme o platnosti nulovej hypotézy, teda ¢i potvrdzujeme alebo zamietame nami
stanovenu alternativnu hypotézu. Z tohto dovodu sme sa zatial’ venovali len hodnote Statisticke;j
vyznamnosti p. AvSak korelacné analyza mé aj iny vysledok, ktory je pre nas zaujimavy, a to
prave korelacny koeficient. Korelaény koeficient je Standardizovana hodnota s rozsahom od -1
(absolutny negativny vztah) az 1 (absolitny pozitivny vztah). Ako sme uz v tivode kapitoly
spomenuli, vyjadruje silu vztahu medzi tymito premennymi. Negativne hodnoty hovoria
o zédpornom vzt'ahu, pozitivne hodnoty vypovedaju o kladnom vztahu. Niz§ie uvadzame ako
interpretovat’ r6zne hodnoty korelaéného koeficientu (Cohen, 1988). Ignorujuc znamienko
korelacného koeficientu (pracujeme s absolutnou hodnotou), priblizné delenie je:

e (0-0,1 —ziaden vztah, vztah blizky nule, prakticky zanedbatel'ny vzt'ah
e 0,1-0,2—vel'mislaby vztah

e 0,2-0,3—slaby vztah

e 0,3-0,5—stredne silny vzt'ah

e 0,5-0,7—silny vztah

e 0,7 aviac — vel'mi silny vzt'ah

Takéto hodnotenie je len rdmcové, no napomdha ndm pri interpretacii hodnot. Vzdy vSak zélezi
aj od oblasti, ktoru rieSite. Pri niektorych oblastiach psychologického vyskumu moze byt aj
slaby vztah zaujimavy, zatial’ Co pri inych moZe byt stredne silny vzt'ah ,,slabym* (napr. vzt'ah
vysledku psychodiagnostickej metodiky s kritériom, kde by sme ocakavali silnejsi vztah).
Korelaciu dvoch premennych mézeme graficky znézornit' prostrednictvom bodového grafu.
V tomto grafe jednotlivé body vyjadruji priese€niky hodndt dvoch premennych pre kazdého
jedného respondenta a méZeme vidiet, ¢i a aky trend je v datach. K tymto bodom je pridana aj
priamka, ktord je umiestnend tak, aby bola k vSetkym bodom najbliZSie. Pri jednotlivych
grafoch uvadzame aj hodnotu Pearsonovho korelaéného koeficientu.
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r=0,21 r=-0,35 r=0,56

Obrazok 6.4 Grafické znazornenie vztahov dvoch premennych (bodovy graf s priamkou)

Zapis vysledkov korelacnej analyzy je jednoduchy — potrebujeme uviest’ hodnotu korelaéného
koeficientu (Pearsonovo r alebo Spearmanovo p [rh6]) ajeho Statisticku vyznamnost (p).
V ramci slovného hodnotenia skomentujeme Statistickii vyznamnost’, silu a smer vzt'ahu.
Vhodné je, aby sme na zaciatok uviedli aj to, ktory korela¢ny koeficient sme pouzili a preco.
Nizsie uvadzame odpovede na nami stanovené hypotézy.

Pre overenie hypotéz H1 az H3 sme na zdklade dodrzania predpokladov pri vSetkych
testovanych premennych pouzili Pearsonov korela¢ny koeficient.

HI1: Predpokladdme Statisticky vyznamny vztah medzi extraverziou a prezivanym
Stastim.

Hypotéza H1 sa potvrdila. Zistili sme Statisticky vyznamny, stredne silny, pozitivny
vzt'ah (r = 0,48; p < 0,001) medzi extraverziou a prezivanym Stastim.

H2: Privetivost’ a prezivané Stastie budi spolu Statisticky vyznamne, pozitivne
korelovat'.

Hypotéza H2 sa potvrdila. Zistili sme Statisticky vyznamny, stredne silny, pozitivny
vztah (r=0,31; p <0,001) medzi privetivostou a prezivanym Stastim.

H3: Predpokladame, Ze negativna emocionalita bude Statisticky vyznamne, negativne
korelovat’ s prezivanym $t’astim.

Hypotéza H3 sa potvrdila. Negativna emocionalita a prezivané St’astie spolu Statisticky
vyznamne, negativne koreluju. Tento vzt'ah je stredne silny (r =-0,49; p < 0,001).

H4: Najvyssie dosiahnuté vzdelanie bude Statisticky vyznamne a pozitivne stvisiet’ so
svedomitost’ou.

Pre overenie hypotézy H4 sme zvolili Spearmanov neparametricky korelacny
koeficient, ked’Ze premennd najvyssie dosiahnuté vzdelanie je ordindlna. Nasa hypotéza
sa potvrdila. Medzi premennymi sme zistili Statisticky vyznamny, slaby, pozitivny
vztah (p = 0,11; p = 0,038).

Pri uvadzani vysledkov teda nezabudnite napisat’, aky koeficient ste pouzili, ¢i sa hypotéza
potvrdila alebo nie, hodnotu korelacného koeficientu a Statistickej vyznamnosti. Nezabudnite
tieto informécie dokladne slovne zhodnotit. A pre istotu, znovu zopakujeme: nezmylte si
Statisticku vyznamnost so silou vztahu!

V pripade, Ze mate viacero hypotéz, ktoré sa zaoberajii vztahom nejakej premennej s inymi
premennymi, moZzete zvolit' zapis vysledkov do tabulky. Treba zvazit, ¢i je praktickejSie
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zapisat’ vysledky v texte alebo do tabulky. Ak uvadzate ciselné vysledky do tabulky,
neuvadzate ich duplicitne v texte, no stale je nutné popisat’ vysledky — interpretovat’ hodnoty.
Prikladom moézu byt nase hypotézy HI1, H2 a H3. Spolo¢nou premennou vo vsetkych troch
hypotézach je prezivané $tastie. Predtym, nez sa vyjadrime k hypotézam samostatne, by sme
mohli citatel'a informovat’, ze konkrétne vysledky uvddzame v tabulke. Potom zhodnotit’
hypotézy bez uvedenia ¢iselnych hodndt a uviest’ tabul’ku. Priklad takejto tabul’ky uvaddzame
nizsie. Osobne by sme v tomto pripade uvadzanie vysledkov v tabul’ke nepouzili, ked’ze ide len
o vysledky troch analyz, no uvéazenie je na vas. V pripade, ze by sme uvadzali vysledky pre
viacero analyz so spolo¢nou premennou/premennymi, bolo by to vhodné apre Citatel'a
prehl'adnejsie.

Tabul’ka X
Vysledky korelacnej analyzy pre hypotezy HI az H3
Prezivané §t’astie

N r p
Extraverzia 281 0.48 <0.001
Privetivost’ 281 0.31 <0.001
Negativna emocionalita 281 -0.49 <0.001

Poznamka.

V niektorych vyskumnych stadidch sa mozete stretnt’ s tym, Ze autori pouzivaji Pearsonovo
aj pre vyjadrenie stvisu medzi ordindlnymi premennymi, ¢i dokonca aj medzi nomindlnymi.
Mobze to vytvarat' chaos v tom, ¢o kedy pouzit. Matematika v pozadi tychto analyz je vec
kazelna (Co iné povedat’, ak sa v tom nevyznadme) — niekedy sa k tomu istému vysledku da
dopracovat’ prostrednictvom inych analyz. Naopak, v niektorych pripadoch ide len
o zjednoduSené¢ informovanie o pomeroch v datach, najmd ak autori primarne pouZivaju
komplexnejsie analyzy a stivis medzi parmi premennych len hrubo dopiia tieto komplexné
vysledky.
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7. Porovnavacie testy

V naSich vyskumoch sa cCasto stretdvame s potrebou porovnavat. MozZno najcastejSie
vyuzivanym je test pre porovnanie dvoch skupin, no porovnavame aj dve merania alebo nasu
hodnotu voci konkrétnej hodnote. V tejto Casti si postupne ukazeme testy pre dva nezavislé
vybery a testy pre dve parové merania.

Testy pre dva nezavislé vybery (angl. independent samples) vyuzivame vtedy, ak potrebujeme
zistit', ¢i sa liSia pomery v dvoch vyberoch. Slovo vyber je v tomto zmysle mozno lepsie
zamenit za skupina — ak porovnavame dve skupiny v miere ur¢itého konstruktu, ktory je
merany na kontinudlnej urovni. Nezdvislé v tomto pripade vyjadruje, Zze respondenti sa
v jednom a druhom vybere neopakuju. Ak sa na vec pozrieme skrz skupiny, dava to vcelku
zmysel — ak by sme porovnavali muzov a zZeny, nie je mozné, aby niekto oznacil, Ze je muz aj
zena. V ramci ndzvu zas ddva zmysel, Ze mozno chceme porovnat’ dva vybery z populacie,
takZze podmienkou je, aby boli od seba nezdvislé, t.j. respondenti sa neopakujii v jednom
a druhom vybere.

Testy pre parové merania (angl. paired samples) vyuzivame v pripade, ze chceme porovnat’ dve
kontinudlne premenné na tom istom vybere. V tomto pripade sa neliSia respondenti — ti st
rovnaki, no liSia sa premenné. Tieto analyzy pouzivame najcastejSie v pripade, ak meriame
nejaky konstrukt dvakrat v ¢ase (longitudinalny dizajn), pred nejakou udalost’ou ¢i intervenciou
a po nej (pretest a posttest) alebo dve premenné, ktoré s merané rovnakym spoésobom no
v inom kontexte: miera oblibenosti sladkého alebo slaného peciva, aktudlna zivotna
spokojnost’ verzsus ocakéavana za rok, a iné.

Pri potulkdch vyskumnymi §tidiami alebo programom jamovi sa mozZete stretnut’ aj s
jednovyberovym testom (angl. one sample). Tomuto testu sa v tejto ucebnici nebudeme
detailnejSie venovat, no v pripade zdujmu ho po precitani tejto kapitoly hravo zvladnete. Tento
test pouZivame, ak chceme premennu v nasom vyskume porovnat’ vo¢i konkrétnej hodnote.
Téato hodnota nepochddza z naSho vyskumu — mdze ist’ o hodnotu nejakého kritéria alebo
odhadovant hodnotu v populacii. V tomto pripade pracujeme len s jednym vyberom — tym
nasim, a porovnavame ho voci nejakej konkrétnej hodnote, ktora nepochadza z nasho datového
stboru. V jamovi ho néjdete v Casti 7-Tests pod nazvom One Sample T-Test.

V zévere tejto kapitoly sa oboznamime s porovnavacimi testami pre 3 a viac skupin, ktory sa
nazyva jednofaktorova analyza rozptylu, v anglickej literatire nazyvana one-way ANOVA.
Tento test vyuzijete v pripade, Ze by ste chceli nejaktl kontinualnu premennti porovnat’ medzi
tromi alebo viacerymi skupinami, napr. odbor Stiidia ¢i profesie, rozne experimentalne skupiny
a pod.

Predpokladom pre pouzitie spomenutych testov je kontinudlna Groveil merania porovnavanych
premennych a v pripade parametrickych testov aj ich normalna distribiicia. Pri porovnavani
dvoch vyberov potrebujeme zistit, ¢i je tdto premenna normalne distribuovana v oboch
skupinéch, pri jednovyberovom len ¢i je normalne distribuovana v naSom vybere. V pripade
porovnavania dvoch merani zistujeme, ¢i je rozdiel medzi prvou a druhou premennou normalne
distribuovany. Ak sa nam nepodari potvrdit normdlnu distribuciu, moézeme pouzit’
neparametricku alternativu.

V nasledujticich ¢astiach si pre jednotlivé testy ukdzeme, ako mézu vyzerat’ hypotézy, ako ich
overit’ v jamovi a ako vysledky interpretovat’ a zapisat’.
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7.1 Porovnavanie dvoch skupin (vyberov)

Pre skimanie rozdielov medzi dvomi skupinami pouzivame parametricky Studentov alebo
Welchov t-test, pripadne neparametricky Mann-Whitneyho U-test. Ako sme uz na zaciatku
spomenuli, pre parametrické testy je doblezité naplnenie podmienky normalnej distribucie
porovnavanej premennej, ktord nazyvame zavisla premenna, v oboch porovnavanych
skupinach. Pokial’ tato podmienka nie je naplnend, mdézeme pouzit neparametricki verziu
porovnavacieho testu. ZjednoduSene povedané, zakladny rozdiel medzi t-testom a U-testom
tkvie vtom, Ze parametrické testy pracuju s priemerom, zatial ¢o neparametrické testy
s priemernym poradim. Neparametrické testy teda nie st zévislé na normalnej distribucii
a zvladnu aj pripady odl'ahlych hodnot. Nevyhodou je, Ze nepracuji s hodnotami ako takymi,
a teda ich priemerom a Standardnou odchylkou, no len poradim hodnot.

V prvom kroku si moZeme predstavit’ hypotézy, ktoré by sme analyzovali prostrednictvom
porovnavacich testov medzi skupinami. V pripade alternativnych hypotéz vyjadrujeme, ze
existuje rozdiel v nejakej premennej medzi ur¢itymi skupinami. Podobne ako pri korelacnej
analyze rozoznavame dvojstranné a jednostranné hypotézy. Pri dvojstrannych o¢akavame, ze
pomery sa v jednej a druhej skupine liSia. Pri jednostrannych hypotézach naSe ocakavanie
Specifikujeme aj o to, pri ktorej skupine ocakdvame vyssie alebo nizSie hodnoty. Prikladom
mdze byt dvojstrannd hypotéza:

H: Predpokladame, Ze existuje rozdiel v [z&visld premennd] medzi skupinou X a Y.
Nulova hypotéza v tomto pripade vyjadruje nepritomnost’ rozdielu:

Ho: Neexistuje rozdiel v [z4visla premennd] medzi skupinou X a Y.
Alebo jednosmerna:

H: Predpokladame, ze skupina X dosahuje vySSiu Uroven [zavislej premennej]
v porovnani s Y.

Pri ktorej nulovéa hypotéza vyjadruje:

Ho: Skupina X nedosahuje vyssiu Grovei [zavislej premennej] v porovnani s Y.

Rovnako ako pri koreldciach  bude vysledkom analyzy koeficient ajeho Statisticka
vyznamnost’. V pripade parametrickych testov je vysledkom bud’ to Studentov alebo Welchov
koeficient . V pripade dvojsmerného testu, nulova hypotéza hovori, Ze ¢ sa ma v populacii
rovnat’ 0. My vSak tieto skupiny porovname a zistime Ze ¢ sa nerovna 0. Statistickd vyznamnost
nam povie, akd je pravdepodobnost’ ziskat’ taku hodnotu 7 pri danom pocte stupiiov volnosti, ak
v cielovej populacii plati nulova hypotéza. Ak je tito pravdepodobnost’ vel'mi nizka, resp.
nizs$ia ako nami stanovana hladina vyznamnosti (konvencne 0,05), pochybujeme o platnosti
nulovej hypotézy a prijimame nasu alternativnu hypotézu. V predchadzajtcej vete sme pouzili
pojem stupne volnosti (angl. degrees of freedom, skratka DF alebo df). Ide o pocet elementov,
ktoré sa podiel’aju na vypocte koeficientu a su dolezité pre vypocet Statistickej vyznamnosti
koeficientu ¢. Nast’astie pre nds, jamovi to vSetko vypocita za nés, a preto sa tym nemusime az
tak vel'mi trapit’.

Ako priklad si overime nasledujicu hypotézu
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H1: Predpokladame, Ze Zeny v porovnani s muzmi dosahuji vyss$iu mieru privetivosti.

Na zaciatok by sme mohli ocistit’ premennu Privetivost’ od odlahlych hodnét. Postupujeme
samostatne pre skupinu muzov a zien. Pre pripomenutie postupu si pozrite podkapitolu 5.4. Ako
sme uz spomenuli, v tejto ucebnici pracujeme s datami tak ako su aodlahlé hodnoty
neodstrafiujeme. Pokracujeme overenim normalnej distribucie tejto premennej v jednotlivych
skupinach. Postup je rovnaky ako v pripade korelacnej analyzy, s tym rozdielom, Ze pouzijeme
aj funkciu Split by. V karte Analyses si zvolime Exploration a Descriptives. Do okienka
Variables si vlozime zavislu premennu a do Split by dame premennu, ktora vyjadruje
porovnavané skupiny. Pri nastaveni analyzy si nechame prednastavené moznosti, no pridame
Sikmost’ a Spicatost’ (Skewness a Kurtosis), zapneme test normality (Shapiro-Wilk) a z grafov si
dame vykreslit Q-Q grafy (Q-Q). Vysledkom bude tabulka obsahujuca deskriptivne udaje
a vysledok Shapiro-Wilkovho testu, Q-Q graf. VSetky tieto informacie budil samostatne pre
muzov azeny, kedZze tieto dve skupiny obsahuje premennd pohlavie. Pri hodnoteni
postupujeme rovnako ako v kapitole 6.1. Sledujeme najmé Sikmost’ distriblicie a Q-Q grafy.
KedZe mame vy$§i pocet respondentov, vysledky Shapiro-Wilkovho testu mézu byt
signifikantné aj napriek pomerne dobrej distribucii. V Obrazku 7.1 uvadzame vysledky zo
spustenej analyzy. Uz v tomto momente mozeme vidiet', aké stt pomery medzi muzmi a Zenami.
Ak sme predpokladali, ze Zeny su privetivejSie v porovnani s muzmi, oCakdvame vlastne, ze
priemer privetivosti v skupine zien je vys$si ako u muzov. Staci sledovat’ vysledok deskriptivnej
analyzy a zistime, ¢i sme na dobrej ceste k overeniu hypotézy. V riadku Mean vidime, ze
priemer privetivosti v skupine muzov je 3,58, zatial’ co u Zien je to 3,85 — o je vyssia hodnota
ako u muzov. Takze sme na dobrej ceste, lebo data ukazuju trend v stlade s nasou hypotézou.
Ale pozor! Samotné porovnanie priemerov NIE je dostacujuce k overeniu hypotézy! Pre
overenie potrebujeme uskutocnit’ Statisticky test, ktory popisujeme v d’alSej Casti.

Rozdielna situacia by nastala v pripade, ak by nam uz vysledky deskriptivne;j Statistiky ukazali
opacny trend ako sme ocakavali. Skisme si predstavit, Ze by muzi mali vys$Siu hodnotu
priemeru privetivosti v porovnani so Zenami. V takomto pripade automaticky vieme, Ze nasa
hypotéza H1 sa nepotvrdila — nezistili sme ocakavany trend. V takomto pripade, podobne ako
sme popisali pri korelacidch, odpori¢ame zvolit’ dvojsmerny test signifikancie.
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Descriptives

pohlavie  Privetivost

N muz 138
Zena 143
Missing muz 0
Zena 0
Mean muz 3.58
Zena 3.85
Median muz 3.58
fena 3.83
Standard deviation muz 0.51
Jena 0.54
Minimum muz 1.83
zena 2.25
Maximum muz 4.92
Zena 4.92
Skewness muz 0.00
Zena -0.29
Std. error skewness  muz 0.21
Zena 0.20
Kurtosis muz 0.26
Zena -0.38
Std. error kurtosis muz 0.41
Zena 0.40
Shapiro-Wilk W muz 0.99
Zena 0.98
Shapira-Wilk p muz 0.342
Zena 0.070

Obrazok 7.1 Vysledok Sikmosti, Spicatosti a Shapiro-Wilkovho testu pre premenné Extraverzia
a Privetivost’, samostatne pre muzov a zeny

Ako mozno vidiet, jednotlivé vysledky st samostatne pre muZov a Zeny. Sikmost’ a §picatost’
je voboch skupinach v ramci normy. Shapiro-Wilkov (Shapiro-Wilk p) test ndm vysSiel
Statisticky nevyznamny (p > 0,05) v oboch skupinach. Pre findlne rozhodnutie skontrolujeme
aj Q-Q grafy, ktoré st znazornené v Obrazku 7.2.
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Obrazok 7.2 Q-Q grafy pre premennu Privetivost’, samostatne pre muzov a zeny
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Ako mozno vidiet, v oboch pripadoch lezia takmer vSetky body na priamke. Z hl'adiska
vietkych dokazov sme sa rozhodli pre pouzitie parametrické testu — t-testu. Ci vybrat’ Studentov
alebo Welchov t-test postidime na zaklade vysledku Levenovho testu homogenity rozptylov.

7.1.1 Testy pre dva nezavislé vybery a kontinualne premenné v programe jamovi
Vsetko, Co potrebujeme, ndjdeme v karte Analyses, kde zvolime T-Tests a vyberieme
Independent Samples T-Test. Otvori sa nam okno, ktoré zobrazujeme v Obrazku 7.3.

Independent Samples T-Test @
vek Q Dependent Variables
. -5
@& pohlavie
(jj rod_stav
Il vzdelanie
CQ prac_stav

CQ nabozenstvo

rebrik

Grouping Variable

%
ol bfit
Tests Additional Statistics

Student's D Mean difference

E] Bayes factor 95

0.707
[:] Effect size

D Welch's 95

D Mann-Whitney U
D Descriptives

Hypothesis [ Descriptives plots
@ Group 1 # Group 2

= Assumption Checks
(_) Group 1 > Group 2

D Homogeneity test

D Normality test
Missing values m Q-Q plot
@ Exclude cases analysis by analysis

\3 Group 1 < Group 2

N N .
() Exclude cases listwise

Obrazok 7.3 Okno pre nastavenie analyzy testu pre dva nezavislé vybery

Ako pri inych analyzach mame okienko, v ktorom sa nachadzajii vSetky premenné v naSom
stbore. Vedl'a ndjdeme okienko Dependent Variables, kam vkladame zavislé premenné, teda
tie, v ktorych chceme hladat’ rozdiel. Pod nim je okienko Grouping Variable, do ktorého
vlozime premennu, ktora urCuje dve skupiny. Dajte si pozor. Pokial’ mate premennq, ktord ma
viac ako dve hodnoty (viac ako dve skupiny) a vlozite ju do tohto okienka, jamovi vam vrati
chybu — nevie totiz, ktoré skupiny ma porovnat. Je preto potrebné, aby ste premennu
transformovali alebo zapli filter tak, aby zostali len dve aktivne skupiny (vyfiltrujete
respondentov, ktori maju inu skupinu ako tie, ktoré chcete porovnavat). V Casti Tests si
mozeme vybrat’, ktory test chceme vypocitat’.

V Casti Hypothesis vyberame, akii mame hypotézu. Dvojstranna hypotéza je nastavena
v zéklade (Group 1 # Group 2). Ak mame stanovenl jednostrannii hypotézu a vysledky
deskriptivnej analyzy st v stllade s naSim ocakavanim, volime podl'a nasej hypotézy. Group 1
je skupina, ktord ma v premennej niz$iu hodnotu, Group 2 je t4, ktora ma vysSiu. V naSom
pripade Group 1 znamend muzi (Ciselne ich mame oznacenych ako 1) a Group 2 s zeny
(oznacené ako 2). Pri overovani nasej hypotézy H1 nastavime Group 1 < Group 2, ked’Ze
oCakavame, Ze Zeny maju v priemere vyssiu privetivost’.
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V Casti Missing values nastavujeme, ako sa ma jamovi vysporiadat’ s chybajucimi hodnotami
zavislej premennej. Pokial’ naraz analyzujete viaceré zavislé premenné, pri ktorych mate aj
chybajuce hodnoty, mozete nastavit’ Exclude cases analysis by analysis, kedy analyza prebehne
s poc¢tom respondentov, ktori maju pritomné hodnoty pri jednotlivych zavislych premennych —
pocty respondentov sa tak mézu menit’ od analyzy k analyze. Ak zvolite Exclude cases listwise,
budu respondenti, ktori maji chybajucu hodnotu v ¢o ilen jednej zo zavislych premennych,
vyluceni zo vSetkych analyz, ktoré mate nastavené — pocet respondentov bude rovnaky pri
kazdej analyze.

Dolezita Cast’ je Additional Statistics, kde si mézeme zvolit’ vypocitanie d’alSich informacii.
Mean difference ndm vrati hodnotu rozdielu medzi priemermi zavislej premennej v jednej
a druhej skupine. Effect size nam vypocita hodnotu miery efektu, inak povedané praktick
velkost' rozdielu — Cohenovo d pre parametrické testy a poradovo-biserialny korelacny
koeficient pre Mann-Whitneyho U-test. Zvolenim Descriptives ziskame deskriptivnu $tatistiku
pre jednotlivé skupiny a zavislé premenné (ti uz ale pozname este z exploracie dat, no neublizi,
ak to mame ,,pokope*).

V poslednej Casti Assumption Checks si mdzeme zvolit’ Shapiro-Wilkov test a zobrazenie Q-Q
grafu pre posudenie normality. My sme vSak tento krok uz spravili jednotlivo pre kazda skupinu
zvlast, takze tieto moznosti nepotrebujeme, no v pripade ak sme sa rozhodli pre t-test, musime
vybrat’, ktory pouzijeme. Rozhodnutie spravime na zéklade vysledku Levenovho testu pre
rovnost’ rozptylov. Studentov t-test ma predpoklad, Ze rozptyly hodndt okolo priemeru su
v oboch skupindch rovnaké. Vzorec, prostrednictvom ktorého sa pocita Studentov t-test,
obsahuje spolo¢nu Standardnt odchylku. Ak by sme nepotvrdili predpoklad rovnosti rozptylov,
volime Welchov t-test, ktorého vzorec je prispdsobeny pre tito situaciu. V jamovi zvolime
Homogeneity test, ¢im ziskame vysledok Levenovho testu. Ten ma na pozadi nulovu hypotézu,
ktora hovori, Ze testované skupiny maju rovnaké rozptyly. V pripade, Ze ndm Statisticka
vyznamnost’ tohto testu vyjde vyssia ako 0,05, konStatujeme, Ze rovnost rozptylov je dodrzana
(nepochybujeme o nulovej hypotéze) apre zistovanie rozdielov medzi skupinami volime
Studentov t-test. V pripade, Ze by bol vysledok Levenovho testu Statisticky vyznamny (p <
0,05), konStatujeme, Ze rovnost’ rozptylov nie je dodrzané a volime Welchov t-test.

Ako teda na to? V prvom rade pomaly. Stretdvame sa s tym, Ze si Studenti mylia vysledky
Shapiro-Wilkovho testu s Levenovym testom a eSte horSie s vysledkom t-testu. Shapiro-
Wilkov aLevenov test mnehovoria ni¢ o rozdieloch priemerov medzi skupinami.
Prostrednictvom nich sa len dopracovavame k tomu, ktory test vybrat. V nasom pripade sme
usudili dodrzanie podmienky normality distribicie pre pouZitie t-testu. V dalSom kroku
sledujeme vysledok Levenovho test, ktory nam povie, ¢i je medzi skupinami dodrzand rovnost’
rozptylov. Vysledok zobrazujeme v Obrazku 7.4.

Homogeneity of Variances Test (Levene's)

F df df2 p

Privetivost 0.87 1 279 0.351

Note. A low p-value suggests a violation of the assumption
of equal variances

Obrazok 7.4 Vysledok Levenovho testu
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Pri vysledku sledujeme Statistickii vyznamnost’, ktora je v tomto pripade vyssia ako 0,05 (p =
0,351). Ako sme uz uviedli, pokial’ je hodnota p > 0,05, hovorime o dodrzani rovnosti rozptylov
v porovnavanych skupinidch apre porovnanie skupin volime Studentov t-test. V tomto
momente si vypneme Levenov test, aby sme nemali zbytocne vel'a vysledkov a moézeme ist
analyzovat’. V Casti Tests zvolime Student’s. V Casti Hypothesis zvolime jednosmerny test
signifikancie. V H1 predpokladame, Ze zeny st privetivejsie, takze zvolime Group I < Group
2. Vysledky zobrazujeme v Obrazku 7.8. V tomto pripade je p < 0,001, teda je urite mensSie
ako 0,05, kedy povazujeme vysledok za Statisticky vyznamny. Pytame sa: aka je
pravdepodobnost’ ziskat’ takyto rozdiel medzi skupinami pri tomto pocte stupiiov vol'nosti, ak
v populacii nie je rozdiel alebo maji muzi vyssiu privetivost? H1 je jednostranna, preto nulova
hypotéza zahfia aj opacny pripad voci tomu, ktory sme vyjadrili v hypotéze. Pravdepodobnost’
je nizsia ako 0,1 %, apreto pochybujeme o platnosti nulovej hypotézy a prijimame nasu
hypotézu. Hypotéza H1 sa potvrdila.

Independent Samples T-Test

Independent Samples T-Test

Statistic df p Effect Size
Privetivost’  Student's t -4.29 279.00 <.001 Cohen's d -0.51
Note. H, Pmyz < Hzena
Group Descriptives
Group N Mean Median SD SE
Privetivost muz 138 3.58 3.58 0.51 0.04
Fena 143 3.85 3.83 0.54 0.04

Obrazok 7.5 Vysledok Studentovho t-testu s mierou efektu a deskriptivnou Statistikou
(privetivost’ a pohlavie)

Ak by sme nezistili rovnost’ rozptylov, teda vysledok Levenovho testu by bol Statisticky
vyznamny (p < 0,05), zvolili by sme Welchov t-test. Vysledok je zobrazeny v Obrazku 7.6.
Ako mozno vidiet, vysledok sa v tomto pripade v podstate nezmenil — Hypotéza H1 sa
potvrdila.

Independent Samples T-Test

Statistic df ] Effect Size

Privetivost  Welch's t -4.29 278.90 <.001 Cohen's d —0.51

Note. H, Lmyz < Hiena
Obrazok 7.6 Vysledok Studentovho t-testu s mierou efektu (privetivost’ a pohlavie)

Ak by sme v pripade tejto hypotézy usudili nedodrZanie normadlnej distriblcie zavislej
premennej v porovnavanych skupinach, mohli by sme zvolit’ neparametricky Mann-Whitneyho
test. Vysledok je zobrazeny v Obrazku 7.7. Opit’ sledujeme Statistick vyznamnost’ testu (p)
a hodnotime, ze H1 sa potvrdila.
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Independent Samples T-Test

Statistic p Effect Size

Privetivost Mann-Whitney U 6975.50 <.001 Rank biserial correlation 0.29

Note. Ha Wmyz < Hiena
Obrazok 7.7 Vysledok Mann-Whitneyho U-testu s mierou efektu (privetivost’ a pohlavie)

7.1.2 Interpretacia a zapis vysledkov testov porovnania dvoch skupin

Podobne ako pri korelacnej analyze sa pri interpretacii vysledkov zaujimame o Statisticka
vyznamnost’ ako aj mieru efektu, teda nejaké Standardizované vyjadrenie velkosti rozdielu
medzi skupinami. Toto sme ziskali vd’aka tomu, Ze sme si dali vypocitat’ Effect size. Ako ste si
v obrazkoch 7.5 a 7.6 mohli v§imnut, mame tam aj hodnotu Cohenovho d. Ide o mieru efektu,
ktora berie v uvahu velkost’ rozdielu priemerov v porovnavanych skupinach vzhladom na
Standardni odchylku premennej. Vdaka tomu je Standardizovand a mdZeme porovnavat
vel'kost’ rozdielov s inymi vyskumami a stabilnym (zauzivanym) spdsobom ju interpretovat’.
Vyjadruje, o kol'ko Standardnych odchylok sa skupiny medzi sebou lisia. V pripade Mann-
Whitneyho U-testu pouZivame poradovo-biseridlny korelacny koeficient » (Rank biserial
correlation). Ten na rozdiel od Cohenovho d nevyuZziva priemer, preto je vhodny pre situaciu,
kedy sa nepotvrdi normélna distribucia. Ako tieto hodnoty interpretovat? Podobne ako
v pripade korela¢ného koeficientu, interpretacia je len pribliznd, no zauzivané delenie
uvadzame v tabul’ke nizSie (Cohen, 1988):

Velkost rozdielu Cohenovo d Poradovo-biserialny koeficient r
Zanedbatel'ny <0,2 <0,1

Maly 0,2-0,5 0,1-0,3

Stredny 0,5-0,8 0,3-0,5

Velky > 0,8 > 0,5

Pri zépise vysledkov overovania hypotéz je dolezité¢ informovat’ o tom, aky test sme pouzili
a pre¢o. Dalej zapiSeme, &i sme nasu hypotézu potvrdili alebo nie. Za tym zapiseme vysledky
testu a deskriptivu pre jednotlivé skupiny. Ak sme pouzili t-test, mali by sme uviest’ hodnotu ¢,
df, p a Cohenovho d. Format zapisu t-testu je: #an = ,,hodnota t*. Ku kazdej skupine uvedieme
pocet respondentov N, priemer M a Standardnt odchylku SD. Ak mate zdujem, mdzete uviest’
aj hodnotu medianu. Ak sme pouzili Mann-Whitneyho U-test, zapisujeme hodnotu U a p. Ku
kazdej skupine zapiSeme pocet respondentov N, median Mdn hodnoty prvého a tretieho kvartilu
(Q1 a 03), ktoré pouzivame pre deskripciu premennych, ktoré nemaji normalnu distribuciu.
Tie si vS§ak musime vypocitat’ zvlast (Explore a Descriptives).. Pokial’ chceme, mdZzeme zapisat’
aj priemer a Standardn( odchylku.

Nizsie uvadzame moznt podobu zdpisu vysledkov jednotlivych testov. Pri zapise sa riad’te tym,
¢o sme spomenuli vyssie. Konkrétna formulacia viet je uz na vas, no domnievame sa, Ze
kreativne vyzitie si treba dopriat’ v inych Castiach prace, tu je dolezité, aby bolo jasné, ¢o a ako
ste zistili.

Studentov t-test:

Pre overenie hypotézy H1 sme pouzili Studentov t-test, ked’ze sme potvrdili normalnu
distribuciu arovnost rozptylov privetivosti v oboch skupinich. Hypotéza HI1 sa
potvrdila. Zistili sme, Ze Zeny (N = 143; M = 3,85; SD = 0,54) dosahuju Statisticky
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vyznamne vys$Siu mieru privetivosti (¢279) = -4,29; p < 0,001) v porovnani s muzmi (N
=138; M =3,58; SD =0,51). Tento rozdiel je stredne vel’ky (d =-0,51).

Welchov t-test:

Pre overenie hypotézy H1 sme pouzili Welchov t-test, ked’ze sme potvrdili normalnu
distribiciu, no nepotvrdili sme predpoklad rovnosti rozptylov privetivosti v oboch
skupinach. Hypotéza H1 sa potvrdila. Zistili sme, ze zeny (N = 143; M = 3,85; SD =
0,54) dosahuju Statisticky vyznamne vyssiu mieru privetivosti (#278.90) = -4,29; p <
0,001) v porovnani s muzmi (N = 138; M = 3,58; SD = 0,51). Tento rozdiel je stredne
velky (d =-0,51).

Mann-Whitneyho U-test:

Podmienka normaélnej distriblicie testovanej premennej nebola v porovnavanych
skupinach naplnena, preto sme pre overenie hypotézy pouzili Mann-Whitneyho U-test.
Hypotéza H1 sa potvrdila. Zistili sme, ze Zzeny (N = 143; Mdn =3,83; Q1 =3,42; O3 =
4,25) dosahuju Statisticky vyznamne vyss§iu mieru privetivosti (U = 6975,50; p < 0,001)
v porovnani s muzmi (N = 138; Mdn = 3,58; Q1 = 3,17; O3 = 3,92). Tento rozdiel je
maly (= 0,29).

Ak mate nizsi pocet respondentov, na zaklade ktorych overujete hypotézu, moze sa stat’, ze vam
aj prakticky zaujimavy vysledok vyjde Statisticky nevyznamny. Podobne ako pri korelaciach,
to ni¢ nemeni na tom, ze sa vam hypotéza nepotvrdila, no v ramci diskusie vysledkov mozete
spomenut’ napriklad to, ze ste zistili maly aZ stredne velky rozdiel, no nebol Statisticky
vyznamny. Pokial’ zistite zanedbatel'ny alebo vel'mi maly rozdiel anebol signifikantny,
interpretujete to ako nepritomnost’ rozdielu. Ak by ste zistili zanedbatel'ny rozdiel, ktory by bol
vd’aka vysokému poctu stupiiov vol'nosti Statisticky vyznamny, prihliadnite na jeho vel'kost pri
interpretacii — sice sme zistili Statisticky vyznamny rozdiel, no jeho velkost je prakticky
nevyznamné/zanedbatel'na.

Ak by ste mali viacero zavislych premennych, ktoré porovnadvame medzi rovnakymi skupinami
tym istym testom, mdézeme Ciselné vysledky zapisat’ do tabulky. V takomto pripade v texte
uvedieme, Ze vysledky su v danej tabul’ke a do textu uz hodnoty neuvadzame, no stale musime
uviest’ slovné zhodnotenie, podobne ako v priklade vysSie. NizSie uvadzame mozny vzhlad
tabul’ky. Ak by ste mali v jednej tabul’ke vysledky Studentovho a Welchovho t-testu, nie je to
problém. Z popisu pri hypotézach to Citatel pochopi, no moéZete mu to pripomenit’ aj
poznamkou v poslednom riadku tabul’ky.

Tabul’ka X
Vysledky porovnania muzov a Zien v privetivosti a otvorenosti

Muzi Zeny Vysledok t-testu
Zavisla premenna M SO N M SD N t df p d
Privetivost 3,58 0,51 137 3,85 0,54 143  -4,29 279 < 0,001 -0,51
Otvorenost’ 3,52 0,64 138 3,49 0,58 143 0,38 279 0,705 0,05
Poznamka.

Na zaver znovu upozoriiujeme, nemylte si Statisticku vyznamnost's velkostou rozdielu!
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7.2 Porovnavanie dvoch merani

Tato Cast’ je urCend pre vSetkych z Vas, ktori sa zameriavate na zmenu v urcitej kontinudlnej
premennej u tych istych respondentov ¢i participantov. Testy pre porovnavanie dvoch merani
najcastejSie nachddzaju uplatnenie pri vyskumoch, ktoré sa zaoberajii zmenou:

e v Case — vyskumnik odmeria urcita premennu v ¢ase 1 a v ¢ase 2 (napr. o hodinu, tyzden
¢i rok) a skima, ¢i nastala zmena

e po intervencii ¢i nejakej udalosti — rovnako ide o zmenu v Case, no v tomto pripade sa
v dizajne pocita s tym, ze by zmena mala nastat’ na zaklade nejakej udalosti — napr.
experimentalneho zasahu, intervencii, liecbe a pod.

e podla Specifikdcie — meriame to ist¢ v rovnakom case no sinym obsahom, napr.
zaujimame sa o subjektivne hodnotenie vztahu s matkou a otcom a porovnavame ci
existuje rozdiel

Pri porovnavani dvoch merani nas vlastne zaujima, ¢i je priemerny rozdiel medzi dvomi
spojitymi premennymi dostato¢ne vel'ky na to, aby bol pri velkosti naSho vyberu Statisticky
vyznamny. Podobne ako pri testovani rozdielov medzi dvomi skupinami si mézeme stanovit’
dvojstrannu alebo jednostranni hypotézu. V tomto pripade ale t'azSie uviest’ nejakl v§eobecnu
formu (pravdou je, Ze nam ziadna vSeobecna formulacia nenapadd), preto si ukazeme fiktivny
priklad a verime, Ze pochopite princip. V naSom fiktivnom vyskume sme sa zaujimali, ¢i
nastane zmena v pocitovanom strese u Studentov po absolvovani skasky. V ramci konzistencie
a zredukovania efektu ostatnych premennych sme vyskum uskutocnili pred a po skuske z toho
isttho predmetu vramci jedného terminu. Aby sme respondentov prili§ nezatazili
,»Vypytovanim sa“ (najmé pri ¢akani na skiisku), pre meranie pocitovaného stresu sme pouzili
jednoduchu otazku: ,,Adko velmi sa citite byt stresovany/a?*“. Respondenti odpovedali
prostrednictvom 11 bodovej Skaly od 0 — Vébec necitim stres po 10 — Citim neznesitelny stres.
V ramci naSho vyskumu predpokladdme, Ze nastane zmena, preto by sme mohli stanovit
dvojstranni hypotézu:

H1: Predpokladdme, Ze nastane Statisticky vyznamna zmena v pocitovanom strese
u respondentov v Case pred a po skuske.

alebo

H1: Predpokladame, Ze pocitovany stres pred skiiSkou a po skuSke sa bude Statisticky
vyznamne liSit’.

Moézeme vSak predpokladat’, Ze po skuske stres zo Studentov ,,opadne®, a preto nastane zniZenie
pocitovaného stresu:

H1: Predpokladame, Ze pocitovany stres po skuske bude $tatisticky vyznamne niz$i ako
pred skuskou.

Do nasho vyskumu sa zapojilo 84 Studentov, ktori sa zucastnili na skuske. Data mame, mézeme
ist’ overit’ hypotézu. Na zacCiatok potrebujeme vediet’, ¢i pouzit’ parametricky (Studentov t)
alebo neparametricky (Wilcoxonov) test. Rozhodnutie, ktory test vybrat’, robime ako pri inych,
uz spomenutych analyzach. V tomto pripade vSak nekontrolujeme odlahlé hodnoty
a neposudzujeme distribucie samostatnych premennych ale ich rozdielu. V naSom priklade sa
nebudeme zaujimat’ o distribuciu premennych stres pred skuskou a stres po skuske, no
vytvorime si novu premennu, ktord vyjadruje rozdiel tychto dvoch premennych. V jamovi si
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vytvorime novu vypocitanu premenna (New computed variable), ktora nazveme rozdiel v strese
a zaddme tam prvu premennt, od ktorej od¢itame druhti premennu (alebo naopak): stres pred
skuskou — stres po skuske. Ak chceme odstranit’ vzdialené hodnoty, pracujeme s touto
premennou. Ak chceme vybrat’, ¢i pouzit’ parametricky alebo neparametricky test, posudzujeme
tuto premennd. Pokial’ nemate v plane riesit’ vzdialené hodnoty a pre posudenie normality vam
staci vysledok Shapiro-Wilkovho testu alebo Q-Q graf, nemusite robit’ ni¢ a prejst rovno
k analyze v jamovi.

7.2.1 Porovnavanie dvoch merani v programe jamovi

Ak chceme, moézeme si na zaciatok vypocitat’ premennu vyjadrujucu rozdiel medzi dvomi
meraniami, tak ako sme uviedli v predchaddzajicom odseku. Ttto premennii mozeme nésledne
analyzovat’ — identifikovat’ a odfiltrovat’ vzdialen¢ hodnoty, posudit’ distribuciu (Sikmost,
Spicatost’, Shapiro-Wilkov test, Q-Q graf). Premennd v nasom priklade neobsahuje ziadne
vzdialené hodnoty a na zaklade komplexného posudenia sme sa dostali k zdveru, ze moéZzeme
pouzit’ parametricky test, no v rdmci interpretacie si ukazeme oba testy.

V jamovi najdeme test pre porovnanie dvoch merani v karte 7-Tests, kde zvolime moznost
Paired Samples T-Test. Otvori sa ndm okno, ktoré¢ zobrazujeme v obrazku 7.8.

Paired Samples T-Test @

stres pred skidskou Q Paired Variables
stres po skuske =
rozdiel v strese
Tests Additional Statistics

Student's |:\ Mean difference

[ ] Bayes factor 95
L [ ] Effect size
[ ] wilcoxon rank 95

| Descripti
Hypothesis |_\ escriptives

— |_\ Descriptives plots
(@) Measure 1 # Measure 2 —

") Measure 1 > Measure 2 Assumption Checks
.:. Measure 1 < Measure 2 [ | Normality test
[ ]a-aPplot

Missing values

(@) Exclude cases analysis by analysis

() Exclude cases listwise

Obrazok 7.8 Okno pre nastavenie analyzy rozdielu dvoch merani
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Podobne ako pri porovnavani dvoch skupin tu ndjdeme moznost’ zvolit’ parametricky test alebo
neparametricky test v Casti Tests. V Casti Hypothesis volime, ¢i ide o dvojstrannu hypotézu (je
rozdiel) alebo jednostrannti hypotézu: Measure 1 > Measure 2 vyjadruje, zZe prva premenna
v pare je vicsia ako druhd, a zas Measure 1 < Measure 2 vyjadruje opak (prekvapivo...) V Casti
Additional Statistics si mozeme zapnit Mean difference, vdaka Comu budeme vediet
priemerny rozdiel (tu isti hodnotu ziskame vypocitanim priemeru vypocitanej premennej
rozdielu). Co nés uréite zaujima je Effect size, vd’aka ¢omu budeme vediet’ posudit’ prakticku
vel'kost' rozdielu. Zapnut moézeme aj Descriptives. V pripade, ze by sme vopred neriesili
normalitu distribucie, mézeme si zapnut’ aj Normality test a Q-Q Plot. Je to vsak to isté, ako
ked tieto analyzy spravime na vypocitanej premennej rozdielu (v nasom priklade rozdiel
v strese). Aby sme spustili analyzu, musime do okienka Paired Variables presunut’ premenné,
ktoré chceme porovnavat'. Pri tejto analyze nebudeme mat’ premenné pod sebou, ale vedla seba
— v pare. Dajte si pozor, aby ste premenné vlozili spravne, inak sa vam analyza nespusti.
Vysledok analyzy najdete v Obrazku 7.9.

Paired Samples T-Test

Paired Samples T-Test

statistic df p Mean difference  SE difference Effect Size

stres pred skd$kou  stres po skiike  Student'st 6.093 83.000 < .001 1.071 0.176 Cohen's d 0.665

Descriptives

=

Mean Median SD SE

4 6.917 7.000 1.909 0.208
5.845 6.000 2.045 0.223

stres pred skiskou

[e=Re]
B

stres po skigke

Obrazok 7.9 Vysledok Studentovho t-testu pre dve merania

Vtomto pripade bola pri analyze nastavend dvojstranna hypotéza. Rovnako ako pri
predchadzajucich analyzach, sledujeme hodnotu Statistickej vyznamnosti p a porovnavame ttito
hodnotu s nomindlnou hodnotou, ktora je zauzivane 0,05. Vidime, Ze p < 0,001. To znamena,
ze rozdiel medzi dvomi meraniami je Statisticky vyznamny, tym padom sa naSa hypotéza
potvrdila. Ak by sme mali stanovenu SpecifickejSiu hypotézu, v ktorej by sme predpokladali,
Ze pocit'ovany stres sa po skuske znizi, potvrdila by sa ndm, ked’Ze priemerny stres pred skaskou
je vyssi ako po skuske — tito informaciu by sme uz zistili pri deskriptive premennych, ale ak
sme v nastaveni zvolili Descriptives, ndjdeme ju aj vo vysledku analyzy. Ak by ste pracovali
s premennymi, pri ktorych nemoZzno pouZit’ parametricky test — napriklad by premenné neboli
kontinudlne ale ordinalne, mali by ste vel'mi nizky pocet respondentov, alebo by nebola
dodrzana normalita distribiicie rozdielu medzi meraniami — mdzete pouZit’ neparametricky
Wilcoxonov test. Staci, ak ho zvolite v ponuke Tests.

7.2.2 Interpretécia a zéapis vysledkov testov porovnania dvoch merani

Interpretacia a zapis vysledkov je vel'mi podobny ako v pripade porovnévania dvoch skupin,
ktoré ngjdete v Casti 7.1.2. Ako sme v predchddzajucom odseku uviedli, pre vyhodnotenie
vysledku najskor sledujeme Statisticki vyznamnost. V naSom pripade je rozdiel medzi
meraniami pred a po skuSke Statisticky vyznamny. Druhd vec, ktord nés nielen moéze, ale aj md
zaujimat’, je prakticka vel'kost rozdielu. Opét’ ide o Cohenovo d v pripade parametrického testu
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alebo poradovo-biserialny korelacny koeficient v pripade neparametrického testu. Interpretacia
je rovnaka ako pri porovnavani dvoch skupin.

Zapis vysledku by mal obsahovat’ informéciu o tom, aky test ste pouzili, hodnoty koeficientov,
deskriptivne udaje a vyjadrenie sa k potvrdeniu alebo nepotvrdeniu hypotézy:

Na zéklade dodrzania podmienky normalnej distribucie rozdielu medzi meraniami sme
pre overenie hypotézy H1 pouzili Studentov t-test. Hypotéza H1 sa potvrdila. Zistili
sme, ze priemerny stres u Studentov pred skuskou (M = 6,92; SD = 1,91) je vyssi ako
po skuske (M = 5,85; SD = 2,05). Tento rozdiel je stredne vel’ky a Statisticky vyznamny
(M =1,07; ts3=6,09; p<0,001; d = 0,67).

Ak by ste pre overenie hypotézy pouzili neparametricky Wilcoxonov test, zapis bude vel'mi
podobny, no uvediete aj median, hodnoty prvého a treticho kvartilu, a na miesto Cohenovho d
uvediete poradovo-biseridlny koeficient r.

Na zéaklade nedodrzania podmienok pre pouzitie parametrického testu sme pre overenie
H1 pouzili neparametricky Wilcoxonov test. Hypotéza H1 sa potvrdila (W = 958,00; p
<0,001). Zistili sme, ze priemerny stres u Studentov pred skuskou (Mdn = 7,00; QI =
5,00; O3 = 8,00; M = 6,92; SD = 1,91) je Statisticky vyznamne vyssi ako po skuske
(Mdn = 6,00; Q1 =5,00; O3 = 7,00, M = 5,85; SD = 2,05). Tento rozdiel je velky,
poradovo-biserialny koeficient » = 0,85.

Mozete si vSimnut, Ze pri pouziti oboch testov sa hypotéza potvrdila. Rozdiel je pri hodnoteni
vel’kosti rozdielu — pri parametrickom teste sme konstatovali stredne vel’ky rozdiel, zatial’ ¢o
pri neparametrickom az velky rozdiel. Podobne ako pri zapise vysledkov predchadzajucich
analyz je mozné formulovat’ zapis vysledkov rézne, ddlezité vSak je, aby ste uviedli vSetky
potrebné informécie.
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7.3 Jednofaktorova analyza rozptylu (porovnavanie 3 a viac skupin)

Analyza rozptylu, anglicky analysis of variance, v skratke ANOVA, patri do skupiny Casto
pouzivanych analyz v psychologickych vyskumoch. Pri ¢itani kvantitativnych vyskumnych
studii ste sa uz pravdepodobne niekedy s tymto nazvom alebo skratkou stretli (ak teda sledujete
aj Cast’ popisujucu pouzité Statistické analyzy). V tejto ucebnici si konkrétne ukdzeme takzvanu
jednoduchu alebo jednofaktorovil analyzu rozptylu, ktord nachadza uplatnenie aj pri
vyskumoch v ramci zavere¢nych préac. Pre tych z vés, ktori mate zdujem dozvediet sa viac aj
o pokro¢ilejich analyzach rozptylu, odporG¢ame udebnicu od Spajdela (2020), ktora je
sprievodcom tychto analyz v programe SPSS, no ak pochopite princip, tieto analyzy mdzete
uskutoc¢nit’ aj v programe jamovi.

Chceme porovnavat’ mieru kontinuélnej premennej medzi 3 alebo viacerymi skupinami, pre¢o
teda jednofaktorova analyza rozptylu? V tivode do bivariacnej Statistiky sme spomenuli, ze
skimame vztah dvoch premennych. V tomto pripade ide znovu o vztah ¢i suvis dvoch
premennych — jedna znich je kontinudlna a druhd je nomindlna s tromi alebo viacerymi
kategoriami (skupinami), ktord sa nazyva faktor, z coho je odvodeny nazov jednofaktorova
ANOVA. Jednoducho povedané, vdaka tejto analyze vieme overit, ¢i medzi dvomi takymito
premennymi existuje Statisticky vyznamny suvis alebo nie. Matematika za touto analyzou je
zlozitejSia, no tak ako v pripade porovnavania dvoch skupin, ziskame vysledok v podobe
koeficientu, stupiiov volnosti a Statistickej vyznamnosti koeficientu. Jednofaktorova analyza
rozptylu nam vSak v zdklade neodpovie na to, ¢i st Statisticky vyznamné rozdiely medzi
vSetkymi skupinami, alebo medzi ktorymi skupinami konkrétne st rozdiely, odpovie nam na
to, Ci existuje suvis medzi kontinudlnou a nomindlnou premennou — zistime, ¢i sa nejakym
sposobom skupiny medzi sebou lisia. Pokial’ ziskame Statisticky vyznamny vysledok, vieme,
7e existuje stivis medzi premennymi a mozeme pokracovat’ d’alej, porovnavanim jednotlivych
skupin navzajom, pomocou takzvanych post-hoc testov. Tieto testy funguju na principe uz
spominanych testov pre dve skupiny, no pri vypocte beru v uvahu fakt, ze porovnavame viacero
skupin. Toto je dolezité z hl'adiska znizenia rizika faloSne signifikantnych vysledkov — vypocet
Statistickej vyznamnosti tychto testov je prisnejsi.

Hypotézy, pri ktorych vyuZivame jednofaktorovi analyzu rozptylu, nemaju stanoveny smer,
predpokladdme v nich len stvis premennych. Uvadzame priklad moznych hypotéz:

H: Predpokladame, Ze existuje $tatisticky vyznamny stivis medzi [z&visla premennd] a [faktor].

H: Predpokladame, Ze existuje Statisticky vyznamny rozdiel medzi skupinami [faktor] v miere
[zavisla premennd].

Pre ilustraciu uvadzame priklad (v podstate fiktivneho) vyskumu, v ktorom sme sa zaujimali
o to, Ci existuje rozdiel v sebatcte ul'udi na zéklade ich rodinného stavu. Urcite sa tejto
problematike venovalo mnoho $tadii, no ndm staci, ze mdme data a mézeme si ukdzat’ analyzu.
Nasim ciel'om bolo potvrdit” hypotézu:

H1: Predpokladame, Ze existuje rozdiel v miere sebaticty jednotlivcov na zaklade ich rodinného
stavu.

Konkrétne sme sa zaujimali o slobodnych T'udi, 'udi vo vzt'ahu, 'udi v manzelskom zvézku
a rozvedenych I'udi. Do nasho vyskumu sa zapojilo celkovo 503 respondentov, z toho 135 (26,8
%) bolo slobodnych, vo vztahu bolo 165 (32,8 %) respondentov, 120 (23,9 %) bolo
zosobasenych a 83 (16,5 %) respondentov uviedlo, ze su rozvedeni.
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7.3.1 Jednofaktorové analyza rozptylu v programe jamovi

Na zaciatku sme overili normalitu distribicie premennej sebaucta, samostatne pre jednotlivé
skupiny (vid’. kapitola 5.5). Na zdklade komplexného postdenia — s prihliadnutim na
kontinudlnu povahu premennej, Sikmost’ a Spicatost’, Q-Q grafy, sme usudili, Ze podmienka
normalnej distribucie je dodrzand a rozhodli sme sa pouzit’ parametricky test.

V jamovi mézeme uskutocnit’ jednofaktorovu analyzu rozptylu prostrednictvom dvoch funkcii.
Obe najdeme v karte Analyses pod moznostou ANOVA. Prva funkcia, ktort mézeme vyuzit’ sa
priamo nazyva One-Way ANOVA, druha ma vSeobecny nazov ANOVA. Prostrednictvom druhe;j
funkcie mdzete spravit’ aj pokrocilejSie analyzy rozptylu. Vyhodou prvej je jej Cisté zamerania
sa na jednofaktorovi analyzu rozptylu, no chyba v nej jednoducha moznost’ vypoctu mier
efektu. V druhej tato moznost’ je, no nemozno zvolit' koeficient pre pripad nedodrzania
podmienky rovnosti rozptylov. Najskor zacneme funkciou ANOVA, kde si overime homogenitu
rozptylov zéavislej premennej. Pokial’ sa ndm rovnost’ rozptylov potvrdi, zostaneme v tejto
funkecii. Pokial’ ndm Levenov test vyjde signifikantny, vyuzijeme obe funkcie.

V jamovi si v karte Analyses otvorime moznost ANOVA a zvolime ANOVA. Otvori sa nam
okno, ktoré zobrazujeme v Obrazku 7.10. V hlavnej Casti opat’ vidime okienko s premennymi
v datovom subore a vedl'a neho dve d’alie. Do prvého s nazvom Dependent Variable vkladame
zavisli kontinudlnu premennt (v nasom pripade je to Sebaucta). Do okienka nizsie Fixed
Factors vkladame premennt, ktord vyjadruje skupiny, takzvany faktor. NizSie si mdzeme
zvolit’ rozne miery efektu. Pri analyze rozptylu sa vyuzivaji najmé dve miery efektu. Stretnat’
sa mdzeme s 7° (eta na druht, anglicky efa squared) alebo s @’ (omega na druhu, anglicky
omega-squared). Pri $tadiu literatiry moZzno narazite aj na pojmy ako epsilon na druht (epsilon
squared, &?), parcidlna eta na druhd (partial eta-squared, #,°) & parcidlna omega na druhu
(partial omega-squared, w,”). Tieto sa pouZivaju pri pokro¢ilejsich analyzach rozptylu. Pre nase
icely ndm postaci w?, ktorej vyuzivanie odporica aj Field (2018). V d’alsich ¢astiach st rozne
nastavenia — v tomto momente st pre nds dolezité Casti Assumption Checks a Post Hoc Tests.
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ANOVA @

& rodstav Q Dependent Variable
¢’ sebalcta - ‘
Fixed Factors
9
Model Fit Effect Size
[ ] Overall model test [ Jn* [ Jpartialn® [ |w?
> |Mode\

> | Assumption Checks
> |Contra5t5
> | Post Hoc Tests

> | Estimated Marginal Means

Obrazok 7.10 Zakladny vzhl'ad funkcie ANOVA v jamovi

Pre zacatie analyzy si do okienka Dependent Variable vlozime zavisli premennil, v naSom
pripade ,,sebatcta“. Do okienka Fixed Factors vlozime premennt ,;rodstav. Automaticky sa
vo vysledkovej Casti objavia vysledky. Tie nds v tomto momente zatial’ nezaujimaji. Otvorime
si Cast’ Assumption Checks a zvolime Homogeneity test. Tymto sa nam vypocita Levenov test
rovnosti rozptylov. Sledujeme jeho vysledok. Zvyste vSak pozornost. Vysledok analyzy
rozptylu a Levenovho testu sa vcelku podobaju, uistite sa, Zze sledujete spravnu tabulku.
Vysledok z prikladu najdete v Obrazku 7.11.

Assumption Checks

Homogeneity of Variances Test (Levene's)

F df1 df2 b

2.476 3 499 0.061

Obrazok 7.11 Vysledok testu rovnosti rozptylov — Levenov test

V naSom pripade sme ziskali signifikanciu Levenovho testu vyssiu ako 0,05 (p = 0,061), ¢o
svedc¢i o tom, Ze rozptyly v skupinach nie st $tatisticky vyznamne odli$né, preto mézZeme pre
vypocet pouzit' jednofaktorovej analyzy rozptylu vyuzit® Fisherov koeficient. Ak by bol
vysledok Levenovho testu Statisticky vyznamny, bolo by vhodnejSie pouzit’ Welchov
koeficient, ktory vSak cez tuto funkciu neziskame (postup ukédzeme neskor). Po zhodnoteni
Levenovho testu ho vypneme. V tomto momente si v prvej Casti funkcie ANOVA zapneme
mieru efektu w? a sledujeme vysledok hlavnej analyzy, ktory najdete v Obrazku 7.12.
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ANOVA

ANOVA - sebalcta

Sum of Squares df Mean Square F p w?
rodstav 502.127 3 167.376 7.355 = .001 0.037
Residuals 11356.346 492 22.758

Obrazok 7.12 Vysledok jednofaktorovej analyzy rozptylu (Fisherov koeficient F)

V prvom rade sledujeme Statisticki vyznamnost’. Ak je hodnota nizsia ako 0,05, konstatujeme,
ze efekt skupin je Statisticky vyznamny. To znamend, ze sme zistili Statisticky vyznamny stvis
tychto premennych, a teda miera kontinualnej premennej sa 1iSi v stvislosti so skupinami.
V nasom pripade je p < 0,001, to znamen4, Ze sa nasa hypotéza potvrdila. Statisticky vyznamny
vysledok jednofaktorovej analyzy rozptylu vSak automaticky neznamend, ze sa jednotlivé
skupiny navzajom signifikantne liSia a nehovori ndm ani o tom, ktoré skupiny konkrétne sa
medzi sebou lisia. Pokial’ by bola Statisticka vyznamnost’ vyssia ako 0,05, nebol by preukézany
Statisticky vyznamny efekt, nasa hypotéza by sa nepotvrdila a analyzu by sme v tomto kroku
ukonc¢ili. My v§ak mame signifikantny vysledok, a preto pokracujeme d’alej.

Je Cas zistit, ktoré skupiny sa medzi sebou liSia. V Casti Post Hoc Tests ndjdeme dve okienka.
V jednom sa nachadzaji premenné, ktoré mame nastavené ako faktory. Ked’Ze mame len jeden
faktor, budeme tam mat’ len jednu premennu, ktoru presunieme do pravého okienka. Pri
nastaveni Correction ponechame zvolenti moznost’ Tukey a zapneme tiezZ moznost Cohen'’s d,
aby sme mali vypocitani mieru efektu pri testoch rozdielov medzi jednotlivymi skupinami.
Tymto nastavenim nam vo vysledkoch pribudne tabul’ka, v ktorej najdeme vysledky viacerych
testov. Ich pocet zaleZi od toho, kol'’ko mame skupin. Ak mame 3 skupiny, ziskame 3 vysledky
(prva vs. druhd, prvd vs. tretia a druha vs. tretia skupina). V naSom pripade ziskame 6
vysledkov. Vysledok zobrazujeme v Obrazku 7.13.

Post Hoc Comparisons - rodstav

Comparison

rodstav rodstav Mean Difference SE df t Ptukey Cohen'sd
Slobodni - Vo vztahu -2.448 0.554 499.000 —4.423 < .001 -0.513
- Manzelstvo -1.567 0.599 499.000 -2.618 0.045 -0.328

- Rozvedenl -2.283 0.665 499.000 -3.431 0.004 -0.479

Vo vztahu - Manzelstvo 0.882 0.572 499.000 1.541 0.414 0.185
- Rozvedeni 0.166 0.642 499.000 0.258 0.994 0.035

Manzelstvo -  Rozvedeni -0.716 0.681 493,000 -1.051 0.719 -0.150

Note. Comparisons are based on estimated marginal means
Obrazok 7.13 Vysledky post-hoc testov s Tukeyho korektirou Statistickej vyznamnosti

Tieto vysledky uZz vieme polahky zhodnotit, kedZe ide o porovnavanie dvoch skupin.
Sledujeme hodnoty Statistickej vyznamnosti (purey) v jednotlivych riadkoch, aby sme zistili,
ktoré skupiny sa navzdjom Statisticky vyznamne liSia. Tam, kde je hodnota niZsia ako 0,05,
konstatujeme Statisticky vyznamny rozdiel. Mozete si vSimnut’, Ze v nasom priklade sme zistili
Statisticky vyznamny rozdiel v sebatcte medzi slobodnymi a tymi vo vzt'ahu, manzelstve alebo
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rozvedenymi, no nezistili sme Statisticky vyznamné rozdiely pri ostatnych porovnavaniach. Pri
porovnavacich testoch odporucame zacat' deskriptivou, aby sme vedeli, aké si priemery
v jednotlivych skupinach (kto ma viac, kto ma menej?), no dozvieme sa to aj zhodnoty
Cohenovho d. Ak ma prva skupina nizs$iu hodnotu zavislej premennej, Cohenovo d bude
negativne, ak vyssiu, d bude pozitivne.

Spat’ o dva kroky — ¢o ak je vysledok Levenovho testu Statisticky vyznamny (nie je dodrzana
podmienka homogenity rozptylov)? Usmejeme sa (nie Ze by to bolo potrebné pre analyzu, ale
ze vraj to pomaha tak nejak vSeobecne). Ako sme v ivode spominali, funkcia ANOVA nevie
vypocitat Welchov koeficient, ktory je vhodnejsi v pripade, Ze skupiny nemaji homogénne
rozptyly. UZ ju ale mame spustentl, takze si aspofi zapiSeme hodnotu miery efektu w? a spustime
si funkciu One-Way ANOVA (Obrazok 7.14). Postup je vel'mi podobny. Zavislu premennt
vlozime do okienka Dependent Variables, premennu definujucu skupiny vlozime do okienka
Grouping Variable. Mozete si v§imnut,, Ze je v zaklade zvolend moznost’ Don 't assume equal
(Welch’s) v Casti Variances. Toto presne chceme, ked’Ze sme zistili, Ze rozptyly jednotlivych
skupin nie st podobné.

One-Way ANOVA @

& rodstav Q Dependent Variables
sebalcta ~
Grouping Variable
“ |l
Variances Additional Statistics
Don’t assume equal (Welch's) |:| Descriptives table
[ ] Assume equal (Fisher's) || Descriptives plots
Missing Values Assumption Checks
(Q) Exclude cases analysis by analysis : Homogeneity test

() Exclude cases listwise [ ] Normality test

| Ja-aPplot

> ‘ Post-Hoc Tests

Obrazok 7.14 Zakladny vzhl'ad funkcie One-Way ANOVA v jamovi

Po vlozeni premennych sledujeme vysledok (Obrazok 7.15). Opit nas zaujima hodnota
Statistickej vyznamnosti a ni¢ sa nemeni na tom, Ze vysledok je Statisticky vyznamny ak je p <
0,05. V tomto pripade nas uz neprekvapi, ze vysledok je Statisticky vyznamny — zistili sme to
par riadkov dozadu, a teraz znovu len s pouZitim in¢ho koeficientu. V pripade velkého poctu
respondentov v skupinach a vel'mi nizkej hodnoty Statistickej vyznamnosti sa oboma testami,
resp. koeficientmi dostaneme k rovnakému vysledku. V rdmci exaktnosti je v§ak vhodné brat’
v uvahu potrebu rovnosti rozptylov pri Fisherovom koeficiente, a v pripade vyraznej nerovnosti
pouzit’ Welchov koeficient — a to najmé v pripade nizSieho poctu respondentov v skupinéch.
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One-Way ANOVA (Welch's)
F df1 df2 p

sebalcta 6.264 3 252.018 < .001

Obrazok 7.15 Vysledok jednofaktorovej analyzy rozptylu (Welchov koeficient F)

Ked’ze sme zistili Statisticky vyznamny efekt, tak ako predtym pokracujeme testami rozdielov
medzi jednotlivymi skupinami. V Casti Post-Hoc Tests najdeme Games-Howellov test, ktory je
podobny ako predtym pouzity Tukeyho, no je prisposobeny pre nerovnost rozptylov medzi
skupinami. Zvolime teda Games-Howell (unequal variances) a ozna¢ime aj ostatné moznosti
v Casti Statistics. Automaticky ndm pribudnu vysledky testov, ktoré zobrazujeme v Obrazku
7.16. Vd’aka hviezdickam lahko vidime, pri ktorych porovnavaniach boli zistené Statisticky
vyznamné rozdiely. Z hl'adiska zaveru nastala jedna zmena v porovnani s Tukeyho post-hoc
testom — rozdiel v sebatcte medzi slobodnymi a zosobaSenymi nevySiel ako Statisticky
vyznamny.

Games-Howell Post-Hoc Test — sebalcta

Slobodni Vo vztahu  Manzelstvo  Rozvedeni

Slobodnf Mean difference — —2.448 *** -1.567 -2.283™
t-value — -4.121 -2.519 -3.427
df — 261.534 250472 204.565
p-value — <.001 0.059 0.004
Vo vztahu Mean difference — 0.882 0.166
t-value — 1.634 0.281
df — 262.584 176.150
p-value — 0.361 0.992
ManZelstvo  Mean difference — -0.716
t-value — -1.159
df — 180.342
p-value — 0.654
Rozvedeni Mean difference —
t-value —
df —
p-value —

Note. " p < .05, " p < .01, ™ p < .001

Obrazok 7.16 Vysledky post-hoc testov s Games-Howellovou korekturou Statistickej
vyznamnosti

Ako mozno vo vysledkoch vidiet, nemame tu informaciu o praktickej vel'kosti rozdielu, teda
Cohenovom d. Musime si ho vypocitat’ inak. Ak vas bavi nastavovanie filtrov v jamovi, moZete
si nastavit’ filter tak, aby ste mali vzdy aktivne len dve skupiny — tie, ktoré chcete porovnavat
a postupne pocitatt Welchove t-testy (kapitola 7.1.1), zktorych si vezmete informaciu
o Cohenovom d. Avsak pozor — vo vysledkoch zapisujeme hodnoty Games-Howellovho t-testu,
z analyzy Welchovym t-testom si vezmeme len hodnotu Cohenovho d. A samozrejme, na konci
nezabudnite vypnut filter.

Druhym spdsobom je ru¢ny vypocet prostrednictvom nasledujuceho vzorca:
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M prvej skupiny — M druhej skupiny

\/ (SD prvej skupiny)? + (SD druhej skupiny)?
2

d =

Vieme si predstavit’ tu radost’ na vasej tvari! Jeden sposob lepsi ako druhy! Haha... Osobne by
sme postupovali vypoctom cez jamovi s nastavovanim filtrov, no vieme si pomoct’ aj Excelom
¢i inym tabulkovym procesorom. Otvorte si novy subor tabul'kového procesora. Aby sme sa
nemylili, do prvého riadku si dajte samostatne do buniek M1, SD1, M2, SD2 a d. Do druhého
riadku budete vkladat’ hodnoty, ktoré v jamovi jednoducho zistite tak, Ze si pri nastaveni funkcie
One-Way ANOVA zapnete v Casti Additional Statistics moznost’ Descriptives table. Zaujimaji
nas priemery (M) a Standardné odchylky (SD) v jednotlivych skupiniach. Do bunky E2
v tabul’kovom procesore vlozte nasledujuci text:

=ROUND((A2-C2)/SQRT((B2"2+D2"2)/2);3)
Priklad, v ktorom sme zadali hodnoty M1 a SD1 zo skupiny ,,Slobodni* a hodnoty M2 a SD2
zo skupiny ,,Vo vztahu* njdete v Obrazku 7.17.

E2 v fx| =ROUND{{A2-C2)/SQRT({B2/2+D22)/2};3)

A B C D E
1T M1 SD1 M2 5D2 d
2 29.067 5503 31.515 4.609 -0.482

o

Obrazok 7.17 Nastavenie vypoctu Cohenovho d v programe Excel

Dajte si pozor na znamienko oddel'ujice desatinné miesta. Jamovi pouziva bodku, no u nas
pouzivame Ciarku. Ak mate slovensku lokalizaciu tabul’kového procesora, pouzite ¢iarku, inak
vam to nebude fungovat’ (my méme anglicku lokalizaciu, preto pouzivame bodku, podobne ako
v jamovi). Kto vSak chce, moZe pocitat’ ru¢ne pre ten pocit nostalgie zakladoskolskych Cias.
Nasi ucitelia matematiky by boli na nas hrdi! Tak ¢i tak, mame Cohenovo d pre prvé
porovnanie, dopocitame d’alSie a moZeme ist’ interpretovat’ a zapisovat’ vysledky.

7.3.2 Interpretécia a zapis vysledkov jednofaktorovej analyzy rozptylov

Tak ako pri inych testoch, aj pri jednofaktorovej analyze rozptylu uvadzame hodnotu
koeficientu, stupne volnosti, hodnotu $tatistickej vyznamnosti a mieru efektu. Hodnoty
modzeme zhruba interpretovat’ tymto sposobom (Cohen, 1988):

e 0,010 az 0,059 — maly efekt
e 0,060 az 0,139 — stredne velky efekt
e 0,140 a viac — vel’ky efekt

Ak sme zistili Statisticky vyznamny vysledok, uvadzame aj vysledky jednotlivych post-hoc
testov, kde znovu uvaddzame tieto informacie. Cohenovo d interpretujeme rovnako, ako
v pripade porovnavania dvoch skupin (vid’. 7.1.2). Zapis vysledkov je r6zny. Pokojne mozete
vSetko zapisat’ v riadku, no idedlnej$i je zapis Casti vysledkov do tabulky. V rdmci nasSho
prikladu by mohol zapis vyzerat’ napriklad nasledovne:

80



H1: Predpokladame, ze existuje rozdiel v miere sebaucty jednotlivcov na zéklade ich rodinného
stavu.

Pre overenie hypotézy H1 sme pouzili jednofaktorovu analyzu rozptylu, ked’Zze sa naplnili
predpoklady pre pouzitie parametrického testu. Na zéklade dodrzania rovnosti rozptylov
v porovnavanych skupinach sme zvolili Fisherov koeficient. Hypotéza H1 sa potvrdila. Zistili
sme, ze jednotlivci sa Statitisticky vyznamne liSia v miere sebatcty na zéklade ich rodinného
stavu (F3: 499) = 7,36; p < 0,001). Tento efekt je maly (w’ = 0,04). Jednotlivé skupiny sme
porovnavali prostrednictvom Tukeyho post-hoc testu. Zistili sme, Ze slobodni jednotlivci
dosahuju Statisticky vyznmane niz$iu mieru sebaucty ako jednotlivei s partnerom, zosobaseni
a rozvedeni jednotlivci. V prvom pripade ide o stredne vel’ky rozdiel, v d’alSich dvoch o maly
rozdiel. Deskriptivu premennej sebatcta pri jednotlivych skupinach uvadzame v Tabul'ke X.
Vysledky post-hoc testov uvadzame v Tabul'ke Y.

Tabul’ka X

Deskriptiva premennej sebaucta na zaklade rodinného stavu
Skupina N M SD
Slobodni 135 29,07 5,50
Vo vztahu 165 31,52 4,61
Manzelstvo 120 30,63 4,42
Rozvedeni 83 31,35 4,27

Poznamka.
Tabul’ka Y

Vysledok Tukeyho post-hoc testov pre premennu sebaucta medzi skupinami podla

rodinného stavu

Tukeyho post-hoc testy

t df p Cohenovo d
Slobodni - Vo vztahu -4,423 499 <,001 -0,51
- Manzelstvo -2,618 499 0,045 -0,33
- Rozvedeni -3,431 499 0,004 -0,48
Vo vztahu - Manzelstvo 1,541 499 0,414 0,19
- Rozvedeni 0,258 499 0,994 0,04
Manzelstvo - Rozvedeni -1,051 499 0,719 -0,15
Poznamka.

7.3.3 Neparametricka verzia jednofaktorovej analyzy rozptylu
V predchéadzajuce;j Casti sme si ukéazali jednofaktorovu analyzu, ktord ma ako predpoklad
pouzitia normalnu distribuciu zéavislej premennej ako aj to, Ze tato zavisld premenna je
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kontinualna. Co v§ak v pripade, Ze tieto podmienky nie st naplnené? Tak ako aj pri porovnavani
dvoch skupin mame neparametricky Mann-Whitneyho U-test, tak aj pri jednofaktorovej
analyze moézeme pouzit Kruskal-Wallisov test, niekedy nazyvany aj neparametricka
jednofaktorova ANOVA.

Ak ste eSte nezacali, pripadne neukoncili zber dat, odporu¢ame vam, aby ste ratali s tym, ze
jednotlivé skupiny musia byt dostatocne zastipené, jednak z hl'adiska analyzy dat ale aj pre
moznost’ zovSeobecnenia vaSich zisteni na cielovi populéciu. Ak sa da, snazte sa mat
dostato¢ny pocet respondentov/participantov — pokial’ je predpoklad, Ze vasa zavisla premenna
je konceptudlne normalne distribuovana v cielovej populacii, je v pripade vysSieho poctu
respondentov vyssia Sanca, Ze data budi normalne distribuované. Posudzovanie normality robte
tiez komplexne, tak ako sme uviedli v Casti o testovani normality distriblcie. V praxi sa pri
kvantitativnych vyskumoch, ktoré majui vyssi pocet respondentov (radovo desiatky, stovky) len
malokedy stretdvame s vyuzivanim neparametrickych testov, pokial’ ich zavisla premenné nie
je priamo ordinalna (ide vSak len o subjektivny pohl'ad). Pokial’ sa vSak po uvaZeni rozhodnete
pre neparametricky test, ukdZeme si ako na to. Ak ste pochopili princip toho, ¢o sme riesili
doteraz, nebude to pre vas ziaden problém.

V jamovi si otvorime moznost ANOVA a v Casti Non-Parametric zvolime One-Way ANOVA
s podnadpisom Kruskal-Wallis. Otvori sa ndm pomerne jednoduché okno, v ktorom l'ahko
nastavime analyzu (Obrazok 7.18).

One-Way ANOVA (Non-parametric) @
& rodstav Q Dependent Variables
sebadcta -

Grouping Variable

[ ] Effect size

: DSCF pairwise comparisons

Obrazok 7.18 Okno pre analyzu neparametrickej analyzy rozptylu (Kruskal-Wallisov test)

Podobne ako pred tym, do okienka Dependent Variables vlozime z&visli premennt (v naSom
pripade ,,sebaucta®) ado Grouping Variable vlozime premennu, ktord definuje skupiny.
Zvolime si aj Effect size av pripade, Ze zistime Statisticky vyznamny stvis premennych,
zvolime DSCF pairwise comparisons. Vdaka prvej moznosti ziskame informaciu o epsilon na
druhti (&2), ¢o je d’alsia miera efektu (podobne ako omega na druhtl). Vd’aka druhej moZnosti
nam bude vypocitany Dwass-Steel-Critchlow-Flignerov post-hoc test porovnavajuci jednotlivé
skupiny navzajom. Vzhl'ad vysledkov najdete v Obrazku 7.19.

V prvom rade sledujeme vysledok Kruskal-Wallisovho testu, v ktorom sa zameriame na
Statistickl vyznamnost’. Ak je p < 0,05, konStatujeme, Ze sa potvrdil Statisticky vyznamny savis
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tychto dvoch premennych. V takomto pripade zhodnotime aj praktickt vel'kost” efektu. Delenie
malého, stredné a vel'kého efektu je rovnaké ako pri w?, ktoré sme uviedli v predchadzajucej
Casti. Nasledne mézeme spustit’ post-hoc testy a sledujeme signifikanciu pri jednotlivych
porovnédvaniach. V naSom pripade sme zistili Statisticky vyznamny rozdiel medzi skupinou
slobodnych aludi vo vztahu, slobodnych arozvedenych. Ostatné porovnavania neboli
Statisticky vyznamné. Zaver je teda podobny tomu, ¢o sme zistili pri vysledku porovnavania
prostrednictvom Games-Howellovho testu. Na zaver potrebujeme zistit’” mieru efektu tychto
rozdielov — pouzijeme poradovo-biseridlny koeficient r. Asi najlahSou cestou je vyuzitie
automatického vypoctu pri porovnavaniach dvoch skupin Mann-Whitneyho U-testom
(nezabudnite, Ze pre vypocet porovnania dvoch skupin musite nastavit’ filter tak, aby ste
pracovali len s dvomi skupinami). Pozor vsak, ,,pozi¢iame* si len mieru efektu, rozdiely medzi
skupinami hodnotime prostrednictvom post-hoc testu.

One-Way ANOVA (Non-parametric)

Kruskal-Wallis

¥ df p g

sebalcta 15.376 3 0.002 0.031

Dwass-Steel-Critchlow-Fligner pairwise comparisons

Pairwise comparisons - sebalcta

W p
Slobodni Vo vztahu 5.105 0.002
Slobodni Manzelstvo 2.917 0.166
Slobodni Rozvedenf 4.065 0.021
Vo vztahu Manzelstvo -2.189 0.409
Vo vztahu Rozvedenf -0.415 0.991
Manzelstvo  Rozvedeni 1.500 0.714

Obrazok 7.19 Vysledok Kruskal-Wallisovho testu s post-hoc testami

Zapis vysledkov je podobny ako pri parametrickej verzii. Pri vysledku Kruska-Wallisovho testu
uvadzame y?, df. Pri deskriptivnych hodnotach sa viak prevazne zameriame na median a /QOR
pripadne hodnoty Q7 a Q3.

H1: Predpokladame, Ze existuje rozdiel v miere sebatcty jednotlivcov na zaklade ich rodinného
stavu.

Pre overenie hypotézy H1 sme pouzili neparametricky Kruskal-Wallisov test, kedZe sa nam
nenaplnili podmienky pre pouZitie parametického testu. Hypotéza H1 sa potvrdila. Zistili sme
Statisticky vyznamny stvis sebaticty s rodinnym stavom (> = 15,38; df = 3, p = 0,002). Tento
efekt je maly (¢2 = 0,03). Zistili sme, Ze slobodni jednotlivci dosahuju Statisticky vyznamne
niz§iu mieru sebaticty ako jednotlivei s partnerom a rozvedeni jednotlivei. Tieto rozdiely st
malé. Deskriptivu premennej sebatcta pri jednotlivych skupinach uvadzame v Tabulke X.
Vysledky post-hoc testov uvddzame v Tabul'ke Y.
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Tabul’ka X
Deskriptiva premennej sebaucta na zaklade rodinného stavu

Skupina N Mdn 0l 03 M SD

Slobodni 135 29,00 26 34 29,07 5,50

Vo vztahu 165 31,00 28 35 31,52 4,61

Manzelstvo 120 30,50 28 34 30,63 4,42

Rozvedeni 83 31,00 29 34 31,35 4,27
Poznamka.

Tabulka Y

Vysledok post-hoc testov pre premennu sebauvicta medzi skupinami podla rodinného stavu

/4 )% Poradovo-biseridlny koeficient »
Slobodni - Vo vztahu 5,11 0,002 0,24
- Manzelstvo 2,92 0,166 0,15
- Rozvedeni 4,07 0,021 0,23
Vo vztahu - Manzelstvo -2,19 0,409 0,11
- Rozvedeni -0,42 0,991 0,02
Manzelstvo - Rozvedeni 1,50 0,714 0,09

Poznamka.
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8. Vzt'ah dvoch nezavislych nominalnych premennych

Doposial’ sme spolo¢ne zvladli zaklady inferen¢nej Statistiky, korelacie dvoch kontinualnych ¢i
ordinalnych premennych a porovnavanie skupin a merani. V tejto poslednej Casti ucebnice sa
dostavame k analyze, ktord ma za ucel overit vztah dvoch nomindlnych premennych.
V literatire je tato analyza nazyvana ako Pearsonov chi-kvadrat test (angl. Pearson’s chi-
square test). Nazov vychadza z nazvu koeficientu chi na druhu 2, ktory je vSak pouZzivany pri
viacerych komplexnejSich analyzach, takze sa s nim mozete stretnat’ aj mimo skiimania vztahu
dvoch nominalnych premennych, Comu sa venujeme v tejto Casti.

Pre Pearsonov chi-kvadrat test je potrebné, aby boli premenné na sebe nezavislé, t.j. nejde
o test-retest a kazdd kombindcia bola zastipena aspont 5 pripadmi. Program jamovi nam
umoznuje aj analyzu opakovaného merania na Urovni nomindlnych premennych, no tieto
analyzy su nad ramec tejto ucebnice. Analyza funguje na principe porovnania ocakdvanej
frekvencie jednotlivych kombinécii s tym, ako st jednotlivé kombinacie zastipené. Co st to
kombindcie aich ocakdvand frekvencia? Dve nominalne premenné, ktorych vztah
analyzujeme, moézu mat dve alebo viac kategérii. Uvedieme priklad, pri ktorom st obe
premenné dichotomne, teda majt len dve kategorie. Rozhodli sme sa skiimat’, ¢i sa muzi a Zeny
liSia v tom, ¢i obl'ubuju alebo neobl'ubujt parené buchty. Respondenti mali na vyber pohlavie
(muZ/Zena) a otazku ,,Mate rad/rada parené buchty?* s moznostou odpovede ,,Nie*“ alebo
,,Ano“. Celkovo sa do vyskumu zapojilo 100 respondentov. Uplnou nahodou sa do vyskumu
zapojilo presne 50 muzov a 50 Zien, a eSte vdcSia sranda je, Ze 50 I'udi uviedlo, Ze maju radi
parené buchty a 50, Ze nie. Tieto poCty st vhodné pre najl'ahs$i mozny priklad. Ak sa zamyslite
nad kombinatorikou, tak pridete na to, ze mozeme ziskat’ 4 mozné kombinacie: muz/ano,
zena/ano, muz/nie, zena/nie. Ak by tieto dve premenné nemali ziaden suvis, ocakéavali by sme,
ze zastupenie jednotlivych kombinécii bude rovnaké, teda frekvencia ich vyskytu je totozna.
Ak si spomeniete na nulovll hypotézu (ako je na iu mozné zabudnut’), vysledok frekvencnej
analyzy by podl'a nej vyzeral takto:

Mate rad/rada parené buchty?

Pohlavie Nie Ano Celkovo
Muz 25 25 50
Zena 25 25 50
Celkovo 50 50 100

Ako vidite, v kazdej kategorii sa nachadza rovnaky pocet I'udi, to znamena, Ze rovnaky pocet
muZov ma a nema v obl'ube parené buchty, rovnaky pocet Zien ma a nema rado parené buchty,
rovnaky pocet l'udi, ktori obl'ubuju buchty su muzi a Zeny a rovnaky pocet I'udi, ktori nemaji
radi parené buchty je muZov a zien. Tento priklad je samozrejme velmi ideédlny, v oboch
premennych st obe kategorie zastipené presne pol na pol. Ofakévana frekvencia vyskytu
jednotlivych kombinécii by sa lisila v pripade, Ze by kategorie premennych neboli rovnako
zastiipené v datach — nemdzeme ocakéavat’, Ze bude mat’ 25 muzov rado buchty a 25 muZzov
nemat’ rado buchty, ak by sa celkovo do vyskumu zapojilo len 35 muzov. V pripade, Ze by sa
do vyskumu zapojilo 40 muzov a 60 Zien a 43 T'udi by odpovedalo Nie a 57 Ano, o¢akavané
frekvencie by vyzerali takto:
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Mate rad/rada parené buchty?

Pohlavie Nie Ano Celkovo
Muz 17,20 22,80 40,00
Zena 25,80 34,20 60,00
Celkovo 43,00 57,00 100,00

Vysledkom analyzy bude opit koeficient (y?), stupne volnosti a §tatistickd vyznamnost
koeficientu. Pri analyze sa porovnava frekvencia jednotlivych kombinécii v nasich datach
s o¢akavanou frekvenciou. Koeficient vyjadruje, ako vel'mi sa odliSuje ocakévanie voci realite
v naSich datach, a na zaklade poctu stupniov volnosti je vypocitand hodnota p, ktora nam povie,
¢i je tato odliSnost’ Statisticky vyznamna alebo nie. Nadviazeme na uvedeny priklad a overime
nasledovnu hypotézu:

H1: Predpokladdme Statisticky vyznamny vzt'ah pohlavia a obl'uby parenych buchiet.

Ako sme uz uviedli, do vyskumu sa zapojilo 40 muzov a 60 Zien.

8.1 Chi-kvadrat test pre dve nezavislé nominalne premenné v programe jamovi
V jamovi tento test ndjdete v ponuke Frequencies, Cast Contingency Tables, kde zvolime
Independent Samples y* test of association. Otvori sa nAm okno, ktoré zobrazujeme v Obrazku
8.1. Opit’ v nom ndjdeme okienko s naSimi premennymi a Styri okienka. Najviac nas zaujimaju
prvé dve. Do okienka Rows vkladdme premennt, ktord bude umiestnend ako riadky a do
Columns zas premennu, ktora bude tvorit' stipce. Na zéklade tohto nastavenia nam bude
vypocitana frekvencia jednotlivych kombinacii. To ako premenné vloZite je v podstate na vaSej
preferencii, na vysledku to v zaklade ni¢ nezmeni. Dalsie dve okienka nepouzivame: Counts
sluzi pre vlozenie frekvencie kombinacii v pripade, Ze nemame ,,suroveé* data a Layers slizi na
pridanie premennej, na zéklade ktorej bude analyza rozdelend na samostatné Casti (vrstvy).

Contingency Tables @

co pohlavie Q |R0WS |

(j;j Mate rad/rada parené buchty?

Columns

Counts (optional)
o | |

Layers

> | Statistics
> | Cells
> | Post Hoc Tests

> | Plots

Obrazok 8.1 Zakladny vzhlad okna pre nastavenie chi-kvadrat testu dvoch nezavislych
nomindlnych premennych

V casti Statistics najdete viacero moznych nastaveni (Obrazok 8.2).
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v | Statistics

Tests Comparative Measures (2x2 only)
'e D Odds ratio
[:] X2 continuity correction D Log odds ratio
[:] Likelihood ratio D Relative risk
[:] Fisher's exact test D Difference in proportions
[:] z test for difference in 2 proportions Teridlanee iranals

Hypothesis Interval %
@- Group 1 # Group 2 Compare

C) Group 1 > Group 2

\_3 Group 1 < Group 2

Nominal Ordinal
[:] Contingency coefficient D Gamma
[:] Phi and Cramer's V D Kendall's tau-b

D Mantel-Haenszel

Obrazok 8.2 Moznosti nastavenia roznych koeficientov

Pri skiimani vzt'ahu dvoch nominalnych premennych vyuzivame moznost’ y?, ktora je v zaklade
nastavend. Pre niektorych z vds moze byt potrebny aj Fisherov exaktny test (Fisher’s exact
test), ktory sa vyuziva v pripade, ze niektord/niektoré kombinacie su zastipené menej ako 5
pripadmi. Podmienkou pouZitia Standardného chi-kvadrat testu je to, aby sa kazda kombinécia
v datach vyskytla aspon 5-krét. V pripade nedodrZania tejto podmienky je vysledok chi-kvadrat
testu nespolahlivy a je potrebné pouzit’ Fisherov exaktny test, ktory si vie poradit’ aj s nizkou
frekvenciou vyskytu niektorych kategorii. Pre vypocet miery efektu, v tomto pripade sily
vztahu dvoch nomindlnych premennych, si zvolime moznost’ Phi and Cramer’s V. Ostatné
nastavenia a analyzy su nad ramec tejto uc¢ebnice, no zaujemcom odporac¢ame volne dostupnii
knihu o analyzach v jamovi od Navarro a Foxcroft (2019), ktora tato problematiku rozobera
detailnejSie.

V d’al$ej karte Cells mdme moznost’ zvolit’ si zobrazenie frekvencie kombinécii v nasich datach
(Observed Counts) ale aj ocakdvanej frekvencie (Expected Counts). Nastavime si tiez
zobrazenie percent pre riadky, stipce a celok (ozna¢ime Row, Column a Total). V poslednej
karte Plots m6Zeme nastavit’ grafické znazornenie, to vSak nepotrebujeme.

Pri takomto nastaveni ziskame 3 tabulky s hodnotami. Prva tabulka obsahuje informaciu o
frekvencii zastupenia jednotlivych kategoérii. V druhej tabul’ke ndjdeme vysledok chi-kvadrat
testu a v poslednej najdeme miery efektu (Obrazok 8.3).
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Contingency Tables

Contingency Tables

Mate rad/rada parené buchty?

pohlavie nie ano Total

muz Observed 11 29 40
Expected 17.20 22.80 40.00
% within row 28 % 73 % 100 %
% within column 26% 51% 40 %
% of total 11 % 29 % 40%

Zena Observed 32 28 60
Expected 25.80 34.20 60.00
% within row 53 % 47 % 100 %
% within column 74 % 49 % 60 %
% of total 32% 28 % 60 %

Total Observed 43 57 100
Expected 43 57 100
% within row 43 % 57 % 100 %
% within column 100 % 100 % 100 %
% of total 43 % 57 % 100 %

x° Tests
Value df p
X 6.53 1 0.011
100
Nominal
Value

Phi-coefficient 0.26
Cramer's V 0.26

Obrazok 8.3 Vysledok chi-kvadrat testu dvoch nezavislych nominalnych premennych

V prvej tabulke vidime, ako su zastupené jednotlivé kategorie v riadkoch Observed ako aj
oCakéavané zastipenie v pripade platnosti nulovej hypotézy v riadku Expected. V d’alSich
riadkoch mézeme sledovat’ frekvenciu v percentich vo¢i danému riadku, stipcu a celku.
V nasom priklade je ocakéavané, aby 17,2 muzov odpovedalo nie, no v nasich datach je ich nizsi
pocet, len 11. Naopak muzov, ktori odpovedali 4no, je viac ako je ocakavané. U Zien je situdcia
opacna, viac Zien, ako je oCakdvané, odpovedalo nie a menej odpovedalo 4no. VolnejSie
povedané, muzi maju radSej parené buchty ako Zeny. Aby sme vSak mohli potvrdit naSu
hypotézu, musime sledovat’ $tatisticki vyznamnost’ chi-kvadratu — p = 0,011, ¢o je menej ako
0,05, teda suvis premennych je Statisticky vyznamny a naSa hypotéza sa potvrdila. Ked'Ze ide
o vztah dvoch premennych, moéZeme zhodnotit' aj jeho silu. Pri dvoch nomindlnych
premennych, ktoré maji len dve kategorie (tak ako v naSom priklade), mézeme pouzit’ phi alebo
Cramerovo V, ked’Ze oba koeficienty st totozné. V pripade ak by ste pracovali s nominalnymi
premennymi, ktoré maju viac ako 2 kategorie, pouzite Cramerovo V. Interpreticia Cramerovho
V sa 1isi v zavislosti od poctu stupiiov volnosti Cramerovho V. Pozor, nemyl'te si ich so
stupnami volnosti chi-kvadrat testu. Vypocet je lahky, vezmeme si pocet kategorii tej
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nomindlnej premennej, ktord ich ma najmenej a odpoc¢itame 1. V nasom pripade maju obe
premenné 2 kategoérie, ¢ize 2-1=1. Ak by ste mali dve premenné, jedna by mala 4 kategorie,
druha 3, vypocet by vyzeral takto 3-1=2. Interpretacia velkosti efektu pre 1, 2, 3, 4 a 5 stupniov
vol'nosti je takato:

Stupne vol'nosti Cramerovho V Maly efekt Stredny Velky
1 0,10 0,30 0,50
2 0,07 0,21 0,35
3 0,06 0,17 0,29
4 0,05 0,15 0,25
5 0,04 0,13 0,22

8.2 Interpretacia a zapis vysledkov chi-kvadrat testu pre dve nezavislé nominalne

premenneé

Ako som uz uviedol, pre informaciu o tom, ¢i existuje suvis medzi premennymi, musime
sledovat’ $tatistickii vyznamnost. V rdmci interpretacie a zapisu teda uvadzame hodnotu y?,
stupne vol'nosti a hodnotu p. Pre zhodnotenie velkosti efektu uvadzame Cramerovo V, ktoré
interpretujeme na zaklade poctu stupiiov volnosti Cramerovho V. Pre uplnost’ vysledkov je
vhodné uviest’ tabul’ku, v ktorej uvedieme pocetnost’ kombinacii v naSom vyskume ako aj
ocakavanu pocetnost’. V ramci interpretdcie nezabudnite aj na popisanie informacii z tejto
tabulky. Priklad:

H1: Predpokladdme Statisticky vyznamny vzt'ah pohlavia a obl'uby parenych buchiet.

Pre overenie hypotézy H1 sme pouzili Pearsonov chi-kvadrat test. Hypotéza H1 sa potvrdila,
zistili sme §tatisticky vyznamny vztah pohlavia a obluby parenych buchiet (y*1) = 6,53; p =
0,011). Na zdklade Cramerovho V hodnotime tento vztah ako slaby (V' = 0,26). Na zéklade
posudenia oCakavanych a zistenych frekvencii sme zistili, Ze muzi vo vSeobecnosti viac
preferuju parené buchty v porovnani so Zenami. Oc¢akavant a zistenu frekvenciu jednotlivych
kombinacii uvadzame v Tabulke 1.

Tabul’ka 1
Ocakavana a zistend frekvencia kombindcii pohlavia a obluby parenych buchiet

Mate rad/rada parené buchty?

Pohlavie Frekvencia Nie Ano Celkovo
Muz Zistena 11 29 40
Ocakavana 17,20 22,80 40
Zena Zistena 32 28 60
Ocakavana 25,80 34,20 60
Celkovo Zistena 43 57 100
Ocakavana 43 57 100
Poznamka.

Hypotéza sa potvrdila, vysledok sme zapisali. Pri tomto teste vSak stale ide o celkovy vzt'ah
premennych. Na zaklade zistenej a oCakévanej frekvencie vidime rozdiel, ktory vieme
interpretovat’, no ak chceme hovorit’ o Statistickej vyznamnosti rozdielu medzi ocakavanim
a zistenim, musime si vypocitat’ Pearsonov rezidudl, ¢ize Standardizovany rozdiel medzi tymito
frekvenciami. Vypocitame ho pomerne jednoducho:
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zistena frekvencia — o¢akavana frekvencia

Pearsonov rezidual =

\Jotakavana frekvencia

Ak by sme chceli zistit, Ci sa Statisticky vyznamne 1iSi zistena a o¢akavana frekvencia muzov,
ktori nemaju radi buchty, vzorec by vyzeral takto:

11-17,2
Pearsonov rezidual pre muz/nie = ————= —1,49
p / \17,2

Ak je v absolutnej hodnote Pearsonov rezidudl vicsi ako 1,96, ide o Statisticky vyznamny
rozdiel pri p < 0,05, ak je vac¢si ako 2,58 tak p < 0,01, a ak je vacsi ako 3,29 tak p < 0,001.
V naSom pripade rozdiel medzi o¢akavanou a zistenou frekvenciou nie je tak velky, aby bol
Statisticky vyznamny. Takyto zaver vyvodime aj pri ostatnych kombinacidch: muz/ano (1,30),
zena/nie (1,22), zena/ano (-1,06). Hoci je teda celkovy vztah Statisticky vyznamny, nezistili
sme Statisticky vyznamné rozdiely v oCakévanej a zistenej frekvencii pri jednotlivych
kombindciach. Nemusime smutit’, celkovy zaver — vyznamny vztah dvoch premennych plati,
no tieto detailnejSie zistenia spolu so slabou silou vzt'ahu musime mat’ na mysli pri diskusii
zisteni.

V pripade, ze je stvis medzi premennymi Statisticky vyznamny, nemusime Pearsonove
rezidualy pocitat’ ruéne, ale v Casti Post Hoc Tests zvolime Pearson residuals a Jamovi nam ich
vypocita. Pre lepSiu prehl'adnost’ dokonca zvyrazni rezidualy, ktoré st Statisticky vyznamné pri
priblizne p < 0,05 (ak chcete, mdzete si hladinu upravit’ na zéklade hodnot uvedenych vyssie).
Vysledok zobrazujeme na Obrazku 8.4.

Post Hoc Test (Pearson Residuals)

Mate rad/rada parené buchty?

pohlavie nie ano
muz -1.49 1.30
Zena 1.22 -1.06

Obrazok 8.4 Vysledok Pearsonovych post-hoc testov v jednotlivych kategoriach
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9. Zaverecné odporucania
Na zaver, mame niekol’ko (podl'a nas) dolezitych postrehov, ktoré sme nazbierali za tych par
rokov vlastného vyskumu a konzultacii so Studentmi.

Caro vyskumu je pred zberom dat — dajte si zalezat' na priprave toho, ¢o idete zbierat. Vas
vyskum je len tak dobry, ako dobré su jeho Casti — teoreticky koncept, opodstatnenie
predpokladov, metodoldgia a pouzité psychodiagnostické metodiky. Skamat’ sa dé vselico, no
dolezité je, aby to davalo zmysel (malo koncept) a vyskum bol vhodne spraveny. S odstupom
casu a najma po zbere dat ¢i pri diskusii vysledkov vdm napadne zopar veci, ktoré ste mohli
spravit’ inak, ¢o je prirodzené. Ak vSak zabudnete na nieco, ¢o je esencialne, uz to 'ahko (alebo
skor vobec) nenapravite. Vopred majte pripravené a pevne stanovené ciele, vyskumné
hypotézy, metodiky ako aj to, ako budete data analyzovat. Vdaka tomu mozno odhalite
nedostatky a napadni vam veci, ktoré mozete vo vasom vyskume zlepsit'.

Vyskumny vyber a cielovd populdcia — va§ vyskum ma priniest’ zistenia pre urcita SirSie alebo
uzSie vymedzenu cielovll populéciu (napr. vSeobecnd populdcia dospelych verzus c¢lenovia
zachranarskych jednotiek). Pri uzsie vymedzenej populécii, povedzme zdchranaroch, nebudete
zbierat’ data u pekarov — pomerne jasna chyba. No dajte si zalezat’ na tom, aby ste pri zbere dat
zachytili cielovu populéaciu, ¢o najviac sa da. Pri vS§eobecnej populacii dospelych je potrebné
oslovit’ a prizvat’ do vyskumu roznych l'udi z danej populacie. Najcastejsim prikladom je, ze
hovorime o Sirokej populécii na zdklade vysokoskolskych Studentov — pre vyskum mozno
najpristupnejsej skupine 'udi. Takato chyba je vytykana aj vyskumom publikovanym v réznych
kvalitnych vedeckych casopisoch. Délezité je aj to, aby ste pri interpretacii a diskusii vysledkov
zohl'adnili, aky efekt na zovSeobecnenie zisteni mozu mat’ charakteristiky vasho vyskumného
vyberu.

Nepotvrdené predpoklady — mozno sa vam stane, Ze niektoré predpoklady, teda vami stanovené
hypotézy sa nepotvrdia. Dokladne skontrolujte, ¢i ste z technického hladiska spravili vSetko
spravne a ak ano, tak sa s tym musite vysporiadat. Nebojte sa toho. V diskusii mate moznost’
uviest mozné dovody, preco sa vam hypotéza nepotvrdila. Aj nepotvrdena hypotéza je zistenie!
Najmaé sa v navale paniky nedopustite hrubého preslapu — vytvarania novych ,,predpokladov*.
Ak ste §li do zberu dat so Styrmi hypotézami, skoncite so Styrmi hypotézami. Nepridavajte
hypotézy len kvoli tomu, aby sa vam nieCo potvrdilo. VaSa zivere¢na praca nie je
o potvrdenych hypotézach, je to dokaz o vasSej schopnosti nazbierat’ a syntetizovat’ poznatky,
formulovat’ vyskumny problém, ciele, zvolit’ spravny metodologicky postup, analyzovat’ data
a diskutovat’ zistenia. Nikde nie je spomenuté nieco ako ,,minimalny pocet potvrdenych
hypotéz*“. Samozrejme, ak ste pri praci s datami narazili na nieo zaujimavé, pripadne vam
nieCo napadlo, ¢o by stidlo za preverenie, mozete to uviest, no jasne vymedzte, ze su to
dopliiujtice zistenia nad rdmec hypotéz.

Na cislach zalezi — pri korela¢nej analyze sme uviedli, aby ste si nemylili signifikanciu
s korelacnym koeficientom, ¢o plati aj pri ostatnych analyzach. Dajte si ¢as a uistite sa, Ze
pozerate na spravne hodnoty. Stdva sa to na semindroch, skuske a nanest’astie aj v zdverecnych
pracach. Student si pomyli napr. hodnotu p s hodnotou 7, a tak $tatisticky nevyznamny, silou
prakticky nulovy vztah (r = 0,04; p = 0,532) sa stane Statisticky vyznamnym, silnym
vztahom...

Formalny zapis nie je , formalitka“ — v ucebnici sme uviedli priklady zapisu vysledkov.
Samozrejme je to len jedna z moZnosti zapisu, konkrétna formulacia sa moze 1isit, no dolezité
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je, aby vas zapis obsahoval vSetky doélezité ¢iselné hodnoty ako aj popis toho, ¢o tie hodnoty
znamenaju. ,,Hypotéza H1 sa potvrdila. r = 0,35 a p < 0,001* nestaci.

Nebojte sa pokrocilejsich analyz — odporicanie sa tyka najmi Studentov magisterského stupna
studia. Této ucebnica je zdkladom, vd’aka ktorému snad’ naberiete istotu v zakladoch a zaroven
odvahu pokracovat d’alej. Pri diplomovych pracach sa CastejSie riesia komplexnejsie vyskumné
problémy, ktoré mozno analyzovat komplexnejSimi analyzami. MoZnoze vam nazov
,hierarchicka linearna regresia® alebo ,,analyza kovariancie* znie desivo, no ak ste pri Stadiu
literatury narazili na analyzu, ktoru by ste mohli vyuzit, ,,googlite* — na internete urcite najdete
mnozstvo zaujimavych navodov, no nebojte sa spytat’ Skolitel'a alebo vyucujuceho.
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Zaver

Kvantitativny vyskum je tzko spity s analyzou dat, ktord je vd’aka pokroku v informacnych
technoldgiach Coraz dostupnejsia a uzivatel'sky priatel'skejsia. Jednym z prikladov je program
jamovi, ktory je zadarmo dostupny pre kohokol'vek a zaroven ponuka Sirokil paletu
Statistickych analyz. Tato ucebnica je urCena pre Uplnych zaciato¢nikov v oblasti analyzy
psychologickych dat a prace v programe jamovi. Citatelovi pontka zakladny prehl'ad toho
dolezit¢ho pri analyze psychologickych dat. Vyuzitie najde pri vyhodnocovani dat pri
kvantitativnom vyskume vramci zaverecnych prac, no dufame, Ze motivuje Citatelov
k d’alS§iemu rozsirovaniu obzorov

Prajeme vam vela prijemnych chvil' v programe jamovi, pri analyze dat a interpretacii
vysledkov, aj ked’ vieme, Ze o tom s radost'ou v budiicnosti nebudete hovorit’ vasim vnacatam...
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